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<td>S. Ziffle</td>
<td>L. Stepanova</td>
<td></td>
</tr>
<tr>
<td>11:45 - 12:00</td>
<td>D. Andrienko</td>
<td>W. Tress</td>
<td></td>
</tr>
<tr>
<td>12:00 - 12:15</td>
<td>A. Walker</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:15 - 12:30</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:30 - 12:45</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12:45 - 13:00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13:00 - 13:15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>13:15 - 13:30</td>
<td>W. Brütting</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13:30 - 13:45</td>
<td>M. Neukom</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13:45 - 14:00</td>
<td>T. Tsutsui</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14:00 - 14:15</td>
<td>J. J. Kim</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14:15 - 14:30</td>
<td>A. Opitz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14:30 - 14:45</td>
<td>Y. Leroy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14:45 - 15:00</td>
<td>J. Lehr</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15:00 - 15:15</td>
<td>St. Altzin</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15:15 - 15:30</td>
<td>I. Cardinaletti</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15:30 - 15:45</td>
<td>U. Patanchone</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15:45 - 16:00</td>
<td>A. Spies</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16:00 - 16:15</td>
<td>P. Lopez</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16:15 - 16:30</td>
<td>Coffee</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16:30 - 16:45</td>
<td>H. Kim</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16:45 - 17:00</td>
<td>M. Regnat</td>
<td>Ch. Ballif</td>
<td></td>
</tr>
<tr>
<td>17:00 - 17:15</td>
<td>Ch. Hanisch</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17:15 - 17:30</td>
<td>Y. Romanuyk</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17:30 - 17:45</td>
<td>S. Jenatsch</td>
<td>LAOSS</td>
<td></td>
</tr>
<tr>
<td>17:45 - 18:00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18:00 - 18:15</td>
<td>M. Lindh</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18:15 - 18:30</td>
<td>Fluxim Workshop: Char. of OLEDs (PAIOS)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18:30 - 18:45</td>
<td>Fluxim Workshop: Characterization of PV (PAIOS)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18:45 - 19:00</td>
<td></td>
<td></td>
<td></td>
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Wednesday, 14.9.2016

10.00-12.00  Fluxim Workshop
             Large-Area PV and OLED Simulation (LAOSS)

12.00-13.00  Registration

13.00-13.15  Welcome/Opening
             Beat Ruhstaller, ICP ZHAW and Fluxim, Switzerland

13.15-13.45  OLED Roll-off and Degradation Analysis by Transient Optical and Electrical Methods
             Wolfgang Brüting, University of Augsburg, Germany

13.45-14.15  Analysis of Long-Term Degradation in OLEDs and its Application for Lifetime Prediction
             Tetsuo Tsutsui, CEREBA, Japan

14.15-14.45  Quantitative Analysis of the Efficiency of OLEDs
             Jang-Joo Kim, Seoul National University, South Korea

14.45-15.15  On the role of polar molecules and charge injection in OLEDs
             Stéphane Altazin, Fluxim, Switzerland

15.15-15.45  Coffee Break

15.45-16.15  Study of transient phenomena in phosphorescent and TADF OLEDs:
             a Monte Carlo simulation approach
             Harm van Eersel, Simbeyond, Netherlands

16.15-16.30  Horizontal orientation of phosphorescent emitting dipoles
             for highly efficient organic light-emitting diodes
             Kwon-Hyeon Kim, Seoul National University, South Korea

16.30-16.45  Linking the OLED efficiency roll-off to the change of the emission zone
             by electro-optical device modelling
             Markus Regnat, ICP ZHAW, Switzerland

16.45-17.00  Precise determination of the molecular orientation in organic thin films
             by simulating the spectral radiant intensity of finite thickness emission layers
             Christian Hänisch, IAPP Dresden, Germany

17.00-17.30  Doping evolution and junction formation
             in stacked cyanine dye light-emitting electrochemical cells
             Sandra Jenatsch, EMPA, Switzerland

17.30-17.45  Emission characteristics of light-emitting electrochemical cells
             Mattias Lindh, Umeå University, Sweden

17.45-18.45  Apéro & Fluxim Product Demo
<table>
<thead>
<tr>
<th>Time</th>
<th>Session</th>
</tr>
</thead>
</table>
| 09.00-09.30  | The role of in-operando energy band diagrams for a consistent drift-diffusion description of organic semiconducting layers  
_Eric Mankel, Victoria Wissdorf, TU Darmstadt and Merck KGaA, Germany_ | 21 |
| 09.30-09.45  | Simultaneous Extraction of DOS Width and Injection Barrier in OTFTs      
_Pasquale Africa, MOX Modeling and Scientific Computing, Milano, Italy_ | 22 |
| 09.45-10.00  | Non-Equilibrium Charge Carrier Kinetics in a Drift-Diffusion Model of Organic Disordered Semiconductors  
_Andreas Hofacker, DC-IAPP Dresden, Germany_ | 24 |
| 10.00-10.15  | Origins of Negative Capacitance in Organic Single Layer Devices          
_Evelyne Knapp, ICP ZHAW, Switzerland_ | 25 |
| 10.15-10.30  | A Critical Look at the Mott-Schottky Analysis for Extraction of Background Doping in Organic Diodes  
_Syed Rizvi, Indian Institute of Technology Kanpur, India_ | 26 |
| 10.30-11.00  | Coffee Break                                                             |    |
| 11.00-11.30  | How charge carrier transport and electrode selectivity influence the performance of (organic) solar cells  
_Uli Würfel, ISE Freiburg, Germany_ | 28 |
| 11.30-12.00  | Diffraction Gratings for Enhanced All-Season Energy-Harvesting in OPV Devices  
_Jan Mayer, CSEM Muttenz, Switzerland_ | 30 |
| 12.00-12.30  | Shedding light on the stability of organic solar cells                   
_Simon Züfle, ICP ZHAW, Switzerland_ | 31 |
| 12.30-13.00  | Molecular understanding of heterostructures of organic semiconductors    
_Denis Andrienko, MPIP Mainz, Germany_ | 33 |
| 13.00-14.00  | Lunch                                                                    |    |
**Thursday Afternoon, 15.9.2016**

<table>
<thead>
<tr>
<th>Time</th>
<th>Presentation</th>
</tr>
</thead>
</table>
| 14.00-14.30 | Organic heterojunctions: Contact-induced molecular reorientation, interface states, and charge re-distribution  
*Andreas Opitz, Humboldt University of Berlin, Germany*  |
*Yann Leroy, ICube Strasbourg, France*  |
| 14.45-15.00 | The impact of recombination on the Fill Factor of organic-based solar cells  
*Illaria Cardinaletti, Hasselt University, Belgium*  |
| 15.00-15.15 | Opto-Electrical Properties of Rectifying Antenna  
*Ujwol Palanchoke, CNRS Marseille, France*  |
| 15.15-15.30 | Charge Carrier Selectivity of Contacts for Organic Solar Cells  
*Annika Spies, ISE Freiburg, Germany*  |
| 15.30-15.45 | Boundary Value for the free Charge Density in the Modeling of Organic Photovoltaic Device  
*Pilar López-Varo, Universidad de Granada, Spain*  |
| 14.30-15.45 | Fluxim Workshop  
Characterization of OLEDs (PAIOS)  |
| 15.45-16.15 | **Coffee Break**  |
| 16.15-16.45 | Advanced transparent conductive electrodes for solar cells and OLEDs  
*Christophe Ballif, PV-LAB, Switzerland*  |
| 16.45-17.15 | Transparent conductive oxides by soft deposition methods  
*Yaroslav E. Romanyuk, EMPA, Switzerland*  |
| 17.15-17.30 | Fluxim Workshop  
*LAOSS Overview*  |
| 17.30-18.45 | Fluxim Workshop  
*Characterization of PV (PAIOS)*  |
| 18.30-22.00 | **Dinner**  |
Friday, 16.9.2016

09.00-09.15 Simulation of lateral charge transport in large-area optoelectronic semiconductor devices
*Christoph Kirsch, ICP ZHAW, Switzerland*

09.15-09.30 Evolutionary Optimization of TCO/Mesh Electrical Contacts
*Paolo Losio, ICP ZHAW, Switzerland*

09.30-10.00 Perovskite/crystalline silicon tandem solar cells
*Björn Niesen, EPFL and EMPA, Switzerland*

10.00-10.30 Modeling tandem perovskite/c-silicon solar cells
*Dong Zhang, aECN-Solliance, Netherlands*

10.30-11.00 Coffee Break

11.00-11.15 Optical simulations of birefringent organic semiconductor devices
*Thomas Lampe, University of Augsburg, Germany*

11.15-11.30 Optical Simulations of Tunable Scattering Layers for Photon Management in Organic Light Emitting Diodes and Thin Film Solar Cells
*Amos Egel, Karlsruhe Institute of Technology, Germany*

11.30-11.45 Modelling of Light Scattering in Single Junction and Tandem Cells
*Lidia Stepanova, Fluxim, Switzerland*

11.45-12.15 Inverted CurrentVoltage Hysteresis in Mixed Perovskite Solar Cells: Polarization, Energy Barriers, and Defect Recombination
*Wolfgang Tress, EPFL, Switzerland*

12.15-12.45 Understanding hysteresis in perovskite cells through simulations of coupled electron-ion motion
*Alison Walker, University of Bath, United Kingdom*

12.45-13.45 Lunch

13.45-14.15 Explanation for reduced IV-curve hysteresis in highly efficient perovskite solar cells
*Martin Neukom, ICP ZHAW and Fluxim, Switzerland*

14.15-14.30 Simulating transient optoelectronic measurements on perovskite solar cells: Evidence for ion migration in devices with minimal hysteresis
*Philip Calado, Imperial College London, United Kingdom*

14.30-14.45 Laser pulsed transient photo currents on Perovskites to study charge carrier transport
*Jonathan Lehr, Light Technology Institute, Germany*

14.45-16.00 Fluxim Workshop
*Simulation of OLEDs/Simulation of PV (SETFOS)*
Organic light-emitting diodes (OLEDs) suffer from a loss of efficiency under electrical operation in two distinct ways: (i) First, even in pristine devices with well-balanced charge carrier injection and recombination, the quantum efficiency is a function of current density and particularly decreases in the application-relevant range of currents. This efficiency roll-off has been investigated in phosphorescent OLEDs by combining electrical and optical excitation in time-resolved spectroscopic experiments\textsuperscript{1}. We are able to correlate changes of the triplet lifetime with a decrease of the radiative emitter quantum efficiency and identify the dominant exciton quenching process. (ii) Second, upon long-term operation of OLEDs at drive currents required for lighting applications their efficiency degrades further in an irreversible manner. Using transient methods to analyze both electrical and optical changes during an accelerated aging protocol for phosphorescent OLEDs, we are able to identify different contributions to the drop of luminance, namely exciton quenching as well as non-radiative recombination due to trap formation and imbalanced carrier flow\textsuperscript{2}.


Understanding of degradation mechanisms of OLEDs has been one of the most important subjects in terms of both basic science and application-oriented research and development of OLEDs. Even though some typical examples for the origins of device and material degradation, which have implications for device and materials design have been elucidated, comprehensive feature of the long-term degradation of OLEDs has not been shown yet. The analysis of the time dependency of luminous degradation under constant-current driving can be one of the simplest but most powerful methods for obtaining a comprehensive picture of OLED degradation. In 2002, Ishii and Taga showed that the shapes of the luminous degradation curves had little dependency on both the current density and temperature in fluorescent OLEDs by using a fitting function called stretched-exponential decay (SED).1) Fery et al. demonstrated that the SED function described the degradation curves of phosphorescent OLEDs and proposed a degradation model, which traced the curve of the SED function well.2) Although the SED function has been used for the curve fitting of luminous fading in many publications, since then, little analysis and discussion regarding the physical meaning of fitting parameters have been added. Recently, Tsujimura et al. reported that the luminance degradation in their phosphorescent OLEDs was fitted with a linear combination of two simple exponential decay functions, and they discussed the meaning of the separated initial and normal degradation modes.

In this presentation, we first propose a systematic approach for phenomenological description of the luminous decay curves under continuous constant-current driving. We will show that systematic quantitative descriptions of luminous decay curves at both various current-density and environmental-temperature conditions are possible, when following conditions are satisfied.

1. The contribution of initial short-term degradations is carefully eliminated from experimental degradation curves.
2. A long-term degradation component is described with an appropriate decay function, typically a stretched-exponential function.
3. The decay functions obtained at different temperature and current-density conditions are scalable, and a time-scale parameter is extracted from decay functions.
4. The extracted parameters are represented as a function of both temperature and current density.

We discuss about scientific background of our approach and represent some typical examples of analytic results based on our experimental long-term degradation curves.

In addition, we demonstrate how we can apply our approach of luminous-decay analysis to the prediction of lifetime of OLEDs using both temperature and current-density acceleration conditions, contributing to the test time reduction of a factor of up to 1/40.

Quantitative Analysis of the Efficiency of OLEDs

Bomi Sim, Chang-Ki Moon, Kwon-Hyeon Kim, Jang-Joo Kim
Department of Materials Science and Engineering, Seoul National University, Seoul 151-744, South Korea

A comprehensive model is presented for the quantitative analysis of the factors influencing the efficiency of organic light emitting diodes (OLEDs) as a function of current density. It accounts for the contributions of charge carrier imbalance, quenching processes, and the optical design loss of the device coming from optical effect including the cavity structure, location and profile of the exciton, the effective radiative quantum efficiency, and the out-coupling efficiency. The quantitative analysis of the efficiency can be performed with the optical simulation using material parameters and experimental measurements of exciton profile in the emission layer and lifetime of the exciton as functions of current density. The analysis method is applied to three different phosphorescent OLEDs (PhOLEDs) based single host, mixed host, and exciplex-forming co-host. The three factors (charge carrier imbalance, quenching processes, and optical design loss) are found to influence in different ways for different devices. This model has the potential to be utilized for analyzing the physical processes and optimizing the structures of OLEDs.
On the role of polar molecules and the barrier for charge injection in OLEDs

S. Altazin\textsuperscript{1}, S. Züfle\textsuperscript{1,2}, E. Knapp\textsuperscript{2}, C. Kirsch\textsuperscript{2}, T. D. Schmidt\textsuperscript{3}, L. Jäger\textsuperscript{3}, W. Brütting\textsuperscript{3}, B. Ruhstaller\textsuperscript{1,2}

\textsuperscript{1} Fluxim AG, Winterthur, Switzerland
\textsuperscript{2} Zurich University of Applied Sciences, Institute of Computational Physics, Winterthur, Switzerland
\textsuperscript{3} Experimental Physics IV, Institute of Physics, University of Augsburg, Germany

Electron transport layers (ETLs) often have a non-zero molecular moment. When deposited in an OLED device, this effectively leads to a layer with a positive sheet charge density on one side and negative on the other. So far, only experimental studies have been performed to study the impact of the polarity on the device operation\textsuperscript{1}. For the first time we combine electrical characterizations with drift-diffusion simulations of such devices. In this contribution, we have studied a traditional bi-layer OLED where the Alq\textsubscript{3} was used as ETL (Fig. 1). In a first step, by comparing experimental capacitance versus voltage (C-V) (Fig. 2) and frequency (C-f) measurements with simulations, we demonstrate that the drift-diffusion solver of SETFOS\textsuperscript{2} is able to simulate OLEDs fabricated with such materials; we were then able to extract the sheet charge density induced by the polar nature of the ETL. Based on this successful comparison with experiments, simulations have shown that the polarity of the ETL can be beneficial for the device efficiency if correctly oriented, as it can increase or decrease the current level in the device depending on its orientation. Finally, we made use of both temperature dependent C-f and charge extraction by linearly increased voltage (CELIV) characterizations. Combining these two techniques and comparing measurements with simulations we could extract the hole injection barrier in the device.

\textsuperscript{2} Simulation software SETFOS version 4.3 by Fluxim AG, www.fluxim.com.
Fig. 1: Schematic band diagram of the bi-layer OLED used in this study. The ETL (Alq3) layer is supposed to have a molecular polar moment that is not randomly oriented, resulting in sheet charge densities on either side of the layer. This sheet charge density modifies the band diagram.

Fig. 2: Experiments from [1] (a), and simulations (b) using setfos [2] of a bilayer polar OLED
Study of transient phenomena in phosphorescent and TADF OLEDs:  
a Monte Carlo simulation approach

Harm van Eersel,1 Alice Furlan,1 Siebe van Mensfoort,1  
Peter Bobbert,2 Reinder Coehoorn2

1 Simbeyond B.V., P.O. Box 513, NL-5600 MB, The Netherlands
2 Eindhoven University of Technology, P.O. Box 513, 
NL-5600 MB Eindhoven, The Netherlands

From an extensive study, we have shown how molecular-scale kinetic Monte Carlo (kMC) simulations can be used to understand the device physics of a hybrid (phosphorescent red and green, fluorescent blue) white OLED stack.1 The $J(V)$ characteristics and color point were surprisingly well reproduced, starting only from physical parameters obtained from experiment. More recently, we have shown how such simulations can be used to study the cause of roll-off in prototypical phosphorescent monochrome red and green devices,2 how it can be used to understand the concentration-dependence of triplet-triplet annihilation in phosphorescent dyes,3 and how roll-off and degradation can depend on different material parameters.4 In this contribution, we show how kMC simulations can be used to study transient electroluminescence in OLEDs, to facilitate the study of quenching processes,5 and to understand phenomena such as the sometimes observed overshoot in emission6 and delayed emission7 as function of the voltage, dye concentration and host material. The simulations include exciton quenching processes (exciton-polaron quenching, exciton-exciton annihilation), field-induced dissociation, Förster and Dexter transfer between dye molecules, and delayed fluorescence due to triplet-triplet annihilation. As an outlook, we show how these techniques can also be applied to 3.5th generation OLEDs containing both a thermally activated delayed fluorescence (TADF) sensitizer and a fluorescent guest.8

6 Murawski et al. Advanced Materials 17, 6801 (2013)
8 Nakanotani et al. Nature Communications 5, 4016 (2014)
Horizontal orientation of phosphorescent emitting dipoles for highly efficient organic light-emitting diodes

Kwon-Hyeon Kim, Chang-Ki Moon, Jang-Joo Kim

Materials science and engineering, Seoul National University, Seoul, Korea (the Republic of).

Recently, the emitting dipoles with perfect horizontal orientation parallel to the substrate result in the theoretical external quantum efficiency (EQE) limit over 45% without any extra light extraction structures compared to 25~30% for randomly oriented emitting dipoles. Practically, an EQE of over 40% is possible with PL quantum yield = 95% and horizontal emitting dipoles ratio (Θ) = 95%. But, EQEs of OLEDs over 30% have not been much reported even though horizontally oriented transition dipoles can result in efficiencies of over 30%. Here, we analyzed emitting dipole orientation of phosphorescent emitters using angle dependent PL measurement and discussed how to increase the Θ of phosphorescent emitter in terms of emitter molecular structure. Based on the our strategy, we developed emitting layer having high Θ using Ir and Pt complexes and demonstrated EQE of OLEDs closed to 40%.

Linking the OLED efficiency roll-off to the change of the emission zone by 
electro-optical device modelling

Markus Regnat¹, Simon Züfle¹,², Adrian Gentsch², Kurt P. Pernstich¹, Beat Ruhstaller¹,²
1 Zurich University of Applied Sciences (ZHAW), Institute of Computational Physics, Winterthur, Switzerland
Tel.:+41-58-934-7346, E-mail: markus.regnat@zhaw.ch
2 FLUXIM AG, Winterthur, Switzerland

We demonstrate the determination of the emission zone in a phosphorescent, three-layer OLED with a 35 nm thin emissive layer (EML) and how the emission zone evolves with increasing current densities. Electro-optical device simulations¹,²,³ revealed a reduction of the charge balance factor \( \gamma \) due to the emission zone change, which nicely explains the measured efficiency roll-off at increased current densities.

For the determination of the emission zone and its change, we have measured the angular, polarized electroluminescence (EL) spectra, and employed a purely optical fit algorithm with Setfos¹ to determine the number and the position of the emissive dipoles inside the 35 nm EML¹,²,³. Fig. 1 shows the extracted density of emissive dipoles constituting a split emission zone in the EML with high dipole densities on either side of the EML. At low current densities the majority of emissive dipoles are formed at the EML/ETL interface as it is expressed by the ratio of the two emission zone peak intensities given in Fig. 1. Interestingly at high current densities the ratio shifts to the HTL/EML interface.

The electro-optical device model nicely reproduces the observations of the double peak in the emission zone, as well as the dependence on current density. With this model it is possible to show, that the shift of the emission zone causes an increase of the light out-coupling factor \( \chi \), and at the same time a reduction of the charge balance factor \( \gamma \). The simulated product \( \gamma \* \chi(0^\circ) \) describes with good accuracy the measured current efficiency at \( 0^\circ \) over the entire measurement range (see Fig. 2), without considering additional effects such as triplet-triplet annihilation (TTA) and triplet-polaron quenching (TPQ).

The same methodology can also be applied to study long-term degradation effects in OLEDs.

¹ Simulation software SETFOS by Fluxim AG, www.fluxim.com, Switzerland
Fig. 1: Extracted dipole density distribution for three different current densities. At low currents, the maximum dipole density is located at the EML/ETL interface, whereas for the high currents it shifts to the HTL/EML interface, as expressed with the peak ratio.

Fig. 2: Simulated product $\gamma \cdot \chi(0^\circ)$ of the light out-coupling factor increase and charge balance factor reduction, is in very nice agreement to the measured current efficiency over the entire measurement range.
Precise determination of the molecular orientation in organic thin films by simulating the spectral radiant intensity of finite thickness emission layers

Christian Hänisch, Cornelius Fuchs, Christoph Wellm, Markas Sudzius, Simone Lenk, Sebastian Reineke

Dresden Integrated Center for Applied Physics and Photonic Materials (DC-IAPP) and Institute of Applied Physics, Technische Universität Dresden, George-Bähr-Straße 1, D-01069 Dresden, Germany

Organic light-emitting diodes (OLEDs) belong to the most recent generation of light sources and are already versatilely used in display applications. The overall efficiency of such devices is limited by the organic material’s high refractive index causing a trapping of large portions of the initially emitted light. One approach reducing this loss channel is to use emitter molecules whose transition dipole moment is aligned parallel to the interface planes of the OLED’s multi-layer geometry and, hence, decreasing the total internal reflection at the interfaces.

Finding methods and techniques to actively control the molecular orientation requires a stable and reliable measurement of this very quantity. Comparing the reported orientation values reveals in some cases discrepancies for one and the same material. Clearly, a more standardized measurement procedure is needed in order to enable a more systematic investigation of materials and processing techniques.

In the presented work, a specific orientation determination method initially proposed by Frischeisen et al. is investigated in detail. It is based on the measurement of the thin film’s angular resolved photoluminescent emission spectrum denoted as spectral radiant intensity (SRI) and a numerical simulation of the latter. The so-called anisotropy coefficient serves as fitting parameter and represents the orientation of the emitter dipole.

The optical simulation is very sensitive to both the thicknesses of the involved organic layers and the distribution of the emitter dipoles within the emission layer. A homogeneous distribution of dipoles is compared to an exponentially decreasing dipole strength considering the absorption of the excitation light. Furthermore, the simulation of the whole emission spectrum is compared to the exclusive consideration of the emission peak wavelength. The presented approach delivers anisotropy coefficients with a high statistical stability for emission layers with different thicknesses and on varying sub-layers.
Doping evolution and junction formation in stacked cyanine dye light-emitting electrochemical cells

Sandra Jenatsch, Lei Wang, Matia Bulloni, Anna C. Véron, Beat Ruhstaller, Stéphane Altazin, Frank Nüesch, Roland Hany
Laboratory for Functional Polymers, Empa, Swiss Federal Institute for Materials Science and Technology, CH-8600 Dübendorf, Switzerland
Institute of Computational Physics, Zürich University of Applied Sciences, Technikumstrasse 9, CH-8401 Winterthur, Switzerland
Fluxim AG, Technoparkstrasse 2, 8406 Winterthur, Switzerland

Light-emitting electrochemical cells (LECs) are receiving interest because of their peculiar functional principles that allow for low driving voltages, the usage of air-stable contacts and process-tolerant device fabrication. After a long-standing debate consensus has been reached that the operational principle of LECs can best be described by an electrochemical doping model (ECD). In this model ionic charges drift to the respective electrodes upon applying a driving voltage where they facilitate electronic charge injection. Injected charges cause p- and n-doped regions next to the anode and cathode, respectively, which are locally compensated by ionic charges. In the central device intrinsic region charges recombine radiatively and light emission occurs. The fundamental requirement for the active material is the ability to carry both ionic and electronic charges. This has been realized by admixing a salt to a light-emitting polymer or by using ionic transition metal complexes. Recently, the use of small molecules as the active component has been demonstrated as well\(^1\).\(^2\).

Here, we studied LECs based on cyanine dyes. Cyanine dyes are fluorescent and charged semiconducting molecules that are accompanied by a counter anion. Therefore, cyanines have intrinsic built-in ionic and electronic charge conductivity. We demonstrate that cyanine LECs follow the predictions of the ECD model and use electro- and photoluminance, attenuance and capacitance measurements to determine the intrinsic layer thickness and doping concentrations. We present a new method based on photocurrent spectral response measurements and optical simulation to determine the position of the intrinsic junction region in an operating device. We suggest that the high reactivity of neutral radicals formed in the n-type doped region results in irreversible consumption of the active material during operation which currently limits the long-term device stability.
A drawback of using cyanine dyes as emissive material is their low photoluminescence quantum efficiency (PLQE) resulting in poor LEC performance. To overcome this intrinsic limitation we use a host-guest approach successfully presented for OLEDs and LECs\textsuperscript{3,4}. By varying the host material and optimizing the guest concentration in cyanine-cyanine blends we find promising PLQE of >30%. LECs comprising this blend approach their theoretical external quantum efficiencies if operated at constant current bias. This work demonstrates the possibilities and the limitations of using cyanine dyes as active layer material in LECs.
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Emission characteristics of light-emitting electrochemical cells

E. Mattias Lindh, Thomas Lanz, Andreas Sandström, Ludvig Edman
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Linnaeus väg 24, 901 87 Umeå, Sweden

The luminous power conversion efficacy (PCE), i.e. the conversion efficiency from input electric power to output visible light, is one of the most important figures of merit for light sources. Ideally, an integrating sphere is used for its measurement, but often the simpler experimental procedure of a forward-direction luminance measurement combined with an assumed angular emission profile is employed instead. Organic surface-emitting devices such as light-emitting diodes and light-emitting electrochemical cells are commonly assumed to emit with a Lambertian emission profile, i.e. the luminance is constant with respect to the viewing angle\(^1\). This results in a conversion factor of \(\pi/voltage\) between the forward luminous current efficacy and PCE. However, the validity of the Lambertian assumption is seldom verified, despite that several studies on organic light-emitting diodes have reported that it can be incorrect\(^2\).

By using an in-house developed spectroscopic goniometer and software, we examine the angular dependence of the luminance and the electroluminescence spectrum of a range of light-emitting electrochemical cells, and show that their emission-characteristics strongly depend on the choice of components and configurations, e.g., the thickness of the emitting layer, and the choice of electrode and substrate. Our results indicate that the Lambertian assumption is reasonable for standard bottom-emitting light-emitting electrochemical cells featuring a flat glass substrate, an ITO anode and a reflective top cathode. However, it often results in a significant underestimation of the PCE of devices that, e.g., comprise nanowire electrodes or structured substrates. Specifically, we find that the PCE value of such devices can be underestimated with up to 40% by using the Lambertian assumption. Therefore, we urge researchers interested in the study of the efficiency of organic light-emitting devices to either employ an integrating sphere setup, or, if that it is not possible, to investigate the emission profile of the device before calculating and reporting the important PCE value.

The role of in-operando energy band diagrams for a consistent drift-diffusion description of organic semiconducting layers

Eric Mankel¹,³, Victoria Wißdorf¹,², Maybritt Kühn¹,³, Christof Pflumm², and Wolfram Jaegermann¹,³

¹Technische Universität Darmstadt, Materials Science Department, Surface Science Division, Jovanka-Bontschits-Straße 2, 64287 Darmstadt, Germany
²Merck KGaA, Frankfurter Straße 250, 64293 Darmstadt, Germany
³InnovationLab GmbH, Speyerer Straße 4, 69115 Heidelberg, Germany

The drift-diffusion approach is a widely-used procedure to calculate current-voltage (IV) as well as capacitance-voltage (CV) characteristics of organic semiconducting devices. Compared to other approaches drift-diffusion reveals less time-consuming calculations and therefore allows data fitting of electrical measurements followed by extraction of material parameters. However, the simple drift-diffusion approach oftentimes leads to unsatisfying fitting results. A consequence of this is the more complex description of some specific model parameters like carrier mobility (for bulk properties) or barriers (for injection properties). Especially in the steady-state case the introduction of more complex parameters oftentimes leads to a better description of the electrical measurements. In contrast to this for transient measurements the introduction of additional features (e.g. time dependent trap dynamics) seems to be inevitable for a curve shape closer to measured data.

Instead of considering more detailed material specific influences on carrier mobility or injection barriers in this presentation we follow a different approach reflecting the device properties of typically measured samples. The core of the presented ideas is the consistency of the respective in-operando energy band diagrams in every operational state. The consistency is represented by the continuity of the electrochemical potential in the device and the validity of the first law of thermodynamics. We apply the ideas to a simple unipolar single layer device structure. We show how the idea of energy band diagram consistency influences the IV behavior of the device in comparison with other widely-used drift-diffusion approaches which are frequently discussed in literature. Furthermore, a deeper insight into the potential and field distributions of the in-operando device structure is given. Finally, we exemplarily show how the consistency ideas influence the transient CV measurements.
Simultaneous Extraction of DOS Width and Injection Barrier in OTFTs
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Introduction

Recently it has been shown that Capacitance–Voltage measurements can be exploited to assess the width of the Density of States, in the framework of a Gaussian-shaped DOS, in Metal–Insulator–Semiconductor structures for a given value of the injection barrier [1]. Performing the fitting of experimental data to static numerical simulations enables to solve the entanglement between the Density of States and the mobility: while the latter is deduced from Capacitance–Voltage measurements and simulations, the former is fitted by comparison of numerical and experimental Current–Voltage (I–V) transcharacteristics of OTFTs in the linear operation regime. In [1] it was also shown that the extracted width of the DOS is dependent on the correct knowledge of the metal–semiconductor injection barrier. Here we first show, by extending the numerical model to the non quasi–static regime, that values of the injection barrier deduced by simply comparing the nominal metal work function and the semiconductor electron affinity lead to inconsistencies between the numerical model and experimental measurements of Capacitance–Voltage characteristics at medium frequency. We then show that a more accurate modeling of charge injection and the field dependence of the metal–semiconductor Schottky barrier enables to improve the fitting of measured linear OTFT transcharacteristics. Using the barrier value corresponding to the best fit of the I–V curves allows to extend the validity of the non–stationary model to a wider range of frequency. Contact resistance computations are also used as a further validation of the extracted barrier height.

Results

![Side View](image1)

![Top View](image2)

**Figure 1:** Top and side view of the devices used: the MIS capacitor at the top and the OTFT at the bottom. Reprinted with permission from ref. [1]. Copyright Elsevier 2015.
The devices being considered in this study are shown in figure 1, the MIS capacitor at the top is used for CV measurements and simulations, while the OTFT at the bottom is used for IV measurements and simulations. Notice that in both cases 1D simulations are carried out, being performed along a cross–section normal to the semiconductor–insulator interface for the MIS capacitor and in a cross–section along the source–drain direction for the OTFT. Figure 2 shows Capacitance–Frequency curves for the MIS device, assuming different values of the nominal barrier height $\Phi_B$. Notably, for values of $\Phi_B$ close to what could be deduced by simply comparing the nominal metal work function and semiconductor electron affinity, the model predictions appear to be inconsistent with experiments, while for sufficiently small barrier values CF curves become almost indistinguishable and show good agreement with experimental data. Within this range an optimal value can be found by assessing the quality of the fit of simulated IV curves with respect to experimental ones: figure 3 shows the residual of the least–squares fit, which has a well defined optimum corresponding to $\Phi_B = 0.53 \text{ eV}$.

![Figure 2: Capacitance–Frequency characteristics of the MIS device in the high accumulation regime computed for various values of the injection barrier $\Phi_B$. Measured accumulation Capacitance–Frequency characteristics shown for comparison.](image1)

![Figure 3: Residual of the least-squares fit of the IV transcharacteristics at various values of the injection barrier $\Phi_B$.](image2)
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Non-Equilibrium Charge Carrier Kinetics in a Drift-Diffusion Model of Organic Disordered Semiconductors

Andreas Hofacker¹, Christian Körner¹, Koen Vandewal¹ and Karl Leo¹,²
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Charge carrier relaxation within the density of states is a common process for energetically disordered materials and can happen on timescales from nano- to microseconds. The relaxation kinetics have an influence on charge transport and carrier recombination for many experimental paradigms as for example transient current measurements. They are, however, not captured by standard drift-diffusion simulations widely used for semiconductor device modeling. This shortcoming limits the range of experiments that can be correctly modeled with the drift-diffusion approach to those that are conducted strictly in thermal equilibrium. We implemented the description of carrier relaxation into a drift-diffusion model and simulated time-of-flight transients and photodetector response currents in the time domain. In this contribution, we describe our algorithm and report a comparison of two approaches to describing relaxation: the explicit transport energy model¹ and a method using an effective energy of localized carriers ε². We show that the full transport energy model can be replaced by the effective energy approach when no continuous carrier generation is present, the effective energy approach requiring much lower computational cost. For both models, the experimental data is reproduced accurately. In conclusion, our algorithm enables fast drift-diffusion simulation of time-dependent electronic measurements for systems in and out of equilibrium. This capability makes the prediction of experimental results from techniques like transient charge extraction possible and contributes to a more clear interpretation of these measurements.

Origins of Negative Capacitance in Organic Single Layer Devices

Evelyne Knapp, Beat Ruhstaller

Zurich Univ. of Appl. Sciences, School of Engineering,
ICP Institute of Computational Physics, Wildbachstr. 21, P. O. Box,
CH-8401 Winterthur, Switzerland

In order to characterize an organic semiconductor device, a number of different techniques are available and commonly performed. In admittance spectroscopy, negative capacitance values are often observed at high bias and low frequency as shown in Fig. 1 and have started a controversial debate. A wide range of origins for the negative capacitance have been brought forward for organic semiconductor devices1-9.

In this contribution we give an overview of possible origins and investigate them with the aid of numerical simulations. For the analysis we employ a 1D drift-diffusion model and consider single-layer devices in the uni- and bipolar case. Moreover, we show that the presence of charge trapping impacts the occurrence of negative capacitance.

Fig. 1 Negative capacitance values of a hole-only device at low frequency. With increasing bias the effect becomes more distinct.

A Critical Look at the Mott-Schottky Analysis for Extraction of Background Doping in Organic Diodes

S. M. H. Rizvi and B. Mazhari

Department of Electrical Engineering, Indian Institute of Technology Kanpur, National Centre for Flexible Electronics, Indian Institute of Technology Kanpur, Kanpur 208 016, India

Background doping in organic semiconducting films can have significant impact on device performance especially thin film transistors. Capacitance-Voltage (\(C-V\)) characteristics is commonly used to estimate this concentration of unintentional doping through Mott-Schottky (M-S) \((1/C^2 - V)\) plot. M-S analysis, originally derived for conventional inorganic semiconductor diodes, is based on the depletion approximation near Schottky contact, shallow impurities which readily ionize, absence of traps etc which if violated can give rise to an erroneous estimate. In the present work, we propose a simple consistency check between the estimated doping level and peak capacitance \((C_{\text{peak}})\) magnitude to determine the validity of Mott Schottky analysis.

Drift-diffusion simulations were employed to emphasize that \(C_{\text{peak}}\) is affected quite considerably with energetic depth of doping in a device. To illustrate the proposed idea we now assume that no a priori information is available about the nature of doping levels. Corresponding M-S analysis of Fig. 1(a) shows that extracted doping concentration for one \(C-V\) curve is \(3.96 \times 10^{17}\) cm\(^{-3}\) whereas for other it is \(1.75 \times 10^{17}\) cm\(^{-3}\). A consistency check between extracted values of doping and expected \(C_{\text{peak}}\) value can be done through the numerically simulated universal curve, shown in Fig. 1(b), which tells that (normalized) \(C_{\text{peak}}\) is independent of thickness variations and is only dependent on (normalized) doping density as long as inherent assumption of shallow doping level in M-S analysis is true. It should be noted from universal curve that for extracted doping density of \(3.96 \times 10^{17}\) cm\(^{-3}\) expected \(C_{\text{peak}}\) turns out to be nearly seven times geometric capacitance \((C_{\text{geo}})\) and matches fairly with the simulated results for shallow energy level of doping where input density is \(4 \times 10^{17}\) cm\(^{-3}\), see Fig. 1(a), which is an indication of the validity of M-S analysis. Similarly, for extracted density of \(1.75 \times 10^{17}\) cm\(^{-3}\) universal curve shows expected \(C_{\text{peak}}\) to be nearly 4.5 times of...
for M-S analysis to be valid. But this prediction doesn’t match either of the \( C_{\text{peak}} \) values of Fig. 1(a) which questions validity of M-S analysis where deep energy level of doping is present. With reference to these observations a self-consistent method is proposed to analyze experimental \( C-V \) results in conjunction with proposed universal curve so that elevation in \( C_{\text{peak}} \) can be truly comprehended in terms of doping density. Furthermore, possibility of violations in proposed protocol is also addressed through a more practical scenario where both doping levels and traps are present in the device.

Figure 1. (a) Ratio of capacitance to geometrical capacitance \( (C_{\text{geom}} = \varepsilon A / L) \) against voltage for different energetic levels with acceptor concentration \( N_A = 4 \times 10^{17} \) cm\(^{-3} \) for film thickness \( L=100 \) nm and (b) Ratio of capacitance peak to geometrical capacitance versus acceptor concentration at 300 K; normalized with \( \varepsilon k_B T / q^2 L^2 \) where \( \varepsilon \) is the permittivity, \( k_B \) is the Boltzmann constant, \( T \) is temperature, \( q \) is elementary charge and \( L \) is the organic layer thickness; with shallow doping level of 50 meV from highest occupied molecular orbital. These results are simulated for hole only diodes where cathode barrier for holes at 0.9 eV and anode barrier is at 0 eV.

How charge carrier transport and electrode selectivity influence the performance of (organic) solar cells

Uli Würfel\textsuperscript{a,b}, Annika Spies\textsuperscript{a,b}, Mathias List\textsuperscript{a,b}, Markus Kohlstädt\textsuperscript{b}

\textsuperscript{a}Fraunhofer Institute for Solar Energy Systems ISE, Freiburg, Germany
\textsuperscript{b}Freiburg Materials Research Center FMF, University of Freiburg, Germany

I) Organic semiconductors used in the photoactive layer of organic solar cells usually comprise rather low charge carrier mobilities. Under typical operation conditions this can lead to considerable accumulation of charge carriers causing enhanced recombination. An important consequence is that the voltage applied at the contacts does not equal the voltage inside the photoactive layer. For this reason the current-voltage characteristics of such a transport-limited solar cell differs significantly from the well-known Shockley diode equation. An analytical model will be presented which considers the effect of limited mobility explicitly and which allows determining the correct value for the voltage required for the application of the Shockley equation\textsuperscript{1}. In addition, the model can be used to evaluate efficiency potentials in a more realistic manner.

II) Surface recombination is a loss mechanism in addition to the recombination (radiative and non-radiative) in the bulk of the photoactive layer\textsuperscript{2}. To minimize it in organic solar cells charge carrier selective layers are used between the photoactive layer and the electrode. These layers (PEDOT:PSS, TiO\textsubscript{x}, ZnO, WoO\textsubscript{x}, MoO\textsubscript{x}, etc.) often have a rather large band gap and thus can block the “wrong” type of charge carrier quite efficiently. However, surface states within the band gap of these materials at the interface with the photoactive layer can still act as recombination centers. Recently, there are numerous examples of polar (organic) molecules providing a high degree of charge carrier selectivity, one prominent example being the work of He et al. on PFN\textsuperscript{3}. Some of these materials are however rather expensive. We used simple, harmless, extremely cheap and easy-to-process organic molecules with permanent dipole moments. These molecules alter the effective work function of the electrode as confirmed by scanning Kelvin probe force microscopy and ultraviolet photoelectron spectroscopy (UPS) which revealed a corresponding shift of the surface potential. This leads to a strong increase (decrease) of the electron (hole) concentration in the adjacent photoactive layer. It will be shown in detail that this is the main reason for the enhanced selectivity causing an increase of the open-circuit voltage (and fill factor) for a variety of different photoactive materials. A theoretical model was set up and the results of the numerical simulations are in full accord-
ance with the experimental data. Interestingly, DFT-calculations prove that the energy levels of the dipole molecules used are not suited to conduct charge carriers from the photoactive layer to the electrode but that a tunneling mechanism can be expected to be involved. Implementing this into our model, it is found that there is no necessity to assume preferential tunneling for electrons. Their accumulation and the depletion of holes due to the altered work function are sufficient to explain the observed behavior\(^4\).

III) This model of different electrode selectivities can - without the dipole molecules - also be applied to explain the often observed hysteresis in perovskite solar cells as ion migration reduces or increases the contact selectivity depending on the direction of their movement.


Diffraction Gratings for Enhanced All-Season Energy-Harvesting in OPV Devices

Jan Mayer, Ton Offermans, Benjamin Gallinet, Rolando Ferrini
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CH-4132 Muttenz, Switzerland

Already for standard solar test conditions, the application of diffraction gratings as light in-coupling structure can enhance the optical absorption of organic solar cells, yielding a 12% increase in device efficiency. However, the use of diffraction gratings as light-management films for OPV reveal their full potential even more, when solar movement and various operating conditions are taken into account.

In this work we present a simulation procedure based on the software SETFOS from Fluxim AG, which combines the diffractive optics of the grating with the wavelength and angle dependent field distribution in the organic solar cell to first predict the enhancement profile of the EQE with respect to a pristine device. The nice agreement at measurable lab conditions further suggests the calculation of the current generated with the grating for different conditions throughout the year, resulting in an increase of about 12% in the yearly harvested power with respect to a reference device.

Moreover, we show that the grating properties can be tailored by several parameters to perfectly take into account the illumination conditions of various applications (automotive, façade, consumer electronics, shading) resulting in optimized yearly-integrated energy harvesting.

Finally, we will consider the integration of our light harvesting solution with conductive grid electrodes in large area devices and we will present first preliminary simulation results obtained with the software LAOSS from Fluxim AG.

Shedding light on the stability of organic solar cells

Simon Züfle, Martin Neukom, Beat Ruhstaller
Institute of Computational Physics, Zurich University of Applied Sciences,
Technikumstrasse 9,
CH-8401 Winterthur, Switzerland

Stability is one of the major challenges for research in organic solar cells today. These devices can degrade due to effects in the organic absorber layer itself but also due to processes happening in the transport layers and electrodes. The different processes can be triggered by light, by light combined with oxygen (and humidity), by device current, or can happen even in the dark in nitrogen atmosphere. It is therefore crucial to set controlled experimental conditions for investigating OPV degradation. Furthermore it is a necessity to perform systematic and controlled measurements.

In order to learn about device and degradation physics in organic solar cells several analytical models for parameter extraction as well as numerical simulations have been employed. However it has been found that extracted parameters can be inaccurate and unreliable, when using only one single measurement technique like IV-curves\(^1\). We have shown an approach that combines a multitude of electrical characterization techniques in the steady-state, transient and frequency domain. Performing a global and synoptic analysis allows to extract parameters and draw conclusions more reliably\(^2\).

For our studies we have developed and employed the measurement platform Paios\(^3\) which is able to perform steady-state, transient and impedance experiments in automated and systematic measurement routines has been developed and employed. We further use the fully coupled optoelectrical drift-diffusion simulation tool Setfos\(^4\) which allows to model all experiments with a single set of parameters.

Here we present that by comparing experiment with simulation we are able to extract valuable information about the physics behind degradation of organic solar cells, without the need for further expensive or destructive measurement techniques. This is possible as we relate specific degradation processes to changes in specific parameters. The different mechanisms all lead

---

\(^1\) M. T. Neukom, Organic Electronics, 13 (2012), 2910.
\(^3\) Platform for All-in-one characterization of Solar Cells and OLEDs, www.fluxim.com, 2016
to degradation in the IV-curve and device efficiency, but can be identified by their specific signatures in the various measurement techniques. This combinatorial approach thus allows to distinguish between processes that have the same signature in the IV-curve.

**Fig. 1** Transient photocurrent response to a light pulse cell during degradation.
Molecular understanding of heterostructures of organic semiconductors

Denis Andrienko
Max Planck Institute for Polymer Research, Ackermannweg 10, Mainz 55128, Germany

We will discuss the role of mesoscale order, electrostatic effects, defects, and roughness for charge splitting and detrapping at donor-acceptor interfaces. We will show how inclusion of mesoscale order resolves the controversy between experimental and theoretical results for the energy-level profile and alignment in a variety of photovoltaic systems, with direct experimental validation [1,2]. We predict open-circuit voltages of planar heterojunction solar cells in excellent agreement with experimental data, based only on crystal structures and interfacial orientation. We show how long-range molecular order and interfacial mixing generate homogeneous electrostatic forces that can drive charge separation and prevent minority carrier trapping across a donor-acceptor interphase [2]. Comparing a variety of small-molecule donor-fullerene combinations, we illustrate how tuning of molecular orientation and interfacial mixing leads to a trade-off between photovoltaic gap and charge-splitting and detrapping forces, with consequences for the design of efficient photovoltaic devices. By accounting for long-range mesoscale fields, we obtain the ionization energies in both crystalline and mesoscopically amorphous systems with high accuracy [4,5].

References
The planar heterojunction formed between the hydrogen and fluorine terminated copper phthalocyanines has been found to behave as charge generation layer\(^1\). Therefore, this interface was investigated by ultraviolet photoelectron and X-ray absorption spectroscopy\(^2\). Pinning at the Fermi level of the underlying electrode is observed for both materials—one p-type and the other one n-type. This results in a sheet charge density at the organic/organic interface due to interfacial charge transfer. An interlayer with co-facial intermolecular arrangement, which differs from the respective bulk structures, at the interface was found by both spectroscopy techniques; this interlayer, noteworthy, is unpinned.

The combined experimental approach results in a comprehensive model for the electronic and morphological characteristics of the interface between the two investigated organic semiconductors. Additionally, electrostatic simulations confirm the effects of charge accumulation and vacuum level shifts. The presence of a \(\pi\)-orbital stacking between different molecules at a heterojunction is also of interest for photovoltaic active interfaces or for ground-state charge-transfer.


2D Model of Bulk HeteroJunction Organic Solar Cells:
Importance of the Donor-Acceptor Interface Length

Yann Leroy, Anne-Sophie Cordan
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Parc d’Innovation, CS 10413, F-67412 Illkirch, France

In this communication, we present a study conducted with our two-dimensional model of an active layer of a bulk heterojunction (BHJ) organic solar cell\(^1\). The model is based on an elementary unit composed of a donor and an acceptor domains separated by a non-planar interface (see Fig. 1a). The mechanism considered in the model takes explicitly into account the existence of charge transfer (CT) states pinned at this interface and restrains the motion of electrons and holes to their respective domains only (see Fig. 1).

The elementary unit, with its non-planar interface, is assumed to reproduce the mean effect of complex morphologies encountered in real BHJ active layers. In order to check this assumption and since such morphologies are quite complicated to extract, we generate artificial morphologies by considering a sinusoidal interface of amplitude \(A\) and periodicity \(N_{per}\) and choosing various values for these parameters. Then the different electrical responses, each being associated with an artificial unit, can be combined to obtain the global response of more realistic structures.

Finally, the study shows that taking an elementary unit with adequate geometrical parameters allows to reproduce, with excellent agreement, the electrical response of a complex morphology. The interface length of the elementary unit is found to correspond to the average value of the interface length of the realistic active layer.

---

The impact of recombination on the Fill Factor of organic-based solar cells

Ilaria Cardinaletti¹, Jori Liesenborgs², Sabine Bertho¹, Jeroen Drijkoningen¹, Wouter Maes¹,³, Jan D’Haen¹, Frank Van Reeth², and Jean V. Manca⁴

¹ Institute of Materials Research, Hasselt University, BE-3590 Diepenbeek, Belgium
² EDM, Hasselt University – tUL – iMinds, BE-3590 Diepenbeek, Belgium
³ IMEC vzw, Associated Lab IMOMEC, BE-3590 Diepenbeek, Belgium
⁴ X-LaB, Hasselt University, BE-3590 Diepenbeek, Belgium

Organic-based solar cells have attracted increasing interest over the last few decades, due to their promisingly low fabrication costs, and their innovative flexibility and esthetical possibilities. The mechanisms behind the performance limits of these devices have been investigated, and the major responsible for low open circuit voltage and short circuit current could be identified. However, the Fill Factor of these solar cells has still a more controversial origin. Some groups have proposed the link between this performance parameter and recombination losses[1], or low charge carriers’ mobilities[2].

Here, we propose an alternative look into the effect of recombination on the determination of organic solar cells’ Fill Factor, by comparing the influence of different recombination pathways (namely bimolecular, trap-assisted, and geminate) through the use of a simulation program developed in the house, Simiconductor[3], which solves the drift-diffusion equations for an equilibrium condition. Alongside the introduction of the various losses, we take care of considering the impact that residual doping may have on the relation between Fill Factor and recombination.

The proposed simulations can contribute towards a better understanding of the mechanisms responsible for the low Fill Factors, which often characterize organic photovoltaic devices. This understanding is of paramount importance towards the design of strategic roadmaps for more efficient solar cells.

Opto-Electrical Properties of Rectifying Antenna
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The conversion of solar energy to electrical energy has been focused on photo voltaic effect using silicon and other semiconductor materials. Using such effect the upper limit of photo-conversion efficiency is predicted to be around 30% for single junction silicon solar cells. The photo voltaic effect utilizes the photonic nature of solar radiation. However, one can also exploit the electromagnetic nature of radiation to directly convert it to electrical energy. In this work, we study and develop 3rd generation solar cells composed of plasmonic nano-antenna associated with self assembled rectifying molecular diodes (rectenna) to directly convert light to electric energy. The efficiency limit imposed by band gaps in photo voltaic effect could be eliminated using rectenna as it is not based on the use of semi conducting materials. Studies have been made in rectenna based on Metal-Insulator-Metal tunneling diodes¹. However, there is lack of study in opto-electrical properties of rectenna structure. Here, using an opto-electrical model, we study whether molecular diodes associated with plasmonic nano-antennas can be used as rectennas to convert light into electricity in visible and infrared regime.

First, the geometry of plasmonic nano-antennas has been optimized using FDTD method. We systematically study the different antenna structures for example, dipole antenna with integrated waveguide, pyramidal Metal-Insulator-Metal antennas. We also study the effect of different antenna parameters in coupling of incident light into waveguide structure consisting rectifying elements. Then, using barrier tunnel model we optimize the design parameters of the molecular rectifiers²,³ such as their size and the energy position of their molecular orbitals.

The study of the physical phenomena that govern the electrical properties of the Metal-SAM-Insulator-Metal diodes is crucial to evaluate the conversion efficiency of the molecular rectennas. A 1D transfer matrix code (TMM) has been developed and serve to optimize the rectification ratios of the diodes. Ferrocenyl-containing alkenathiol have been consider in the simulations. We compare the calculated I(V) characteristics of the diodes under darkness with experimental measurements and we give an insight into the physical phenomena occurring in ferrocenyl-alkanethiols based molecular diodes. Especially, we investigate through simulation how bound and quasi-bound states
of the electronic levels of the molecules can participate to the charge transport.
Finally, we developed a model integrating the optical and the electrical simulations to evaluate the conversion efficiency of the rectennas. This model is based on a semi-classical tunneling model to take into account a photo-assisted transportation of charges within the molecular diodes.

1 S. Grover et al., “Travelling Wave Metal/Insulator/Metal Diodes for Improved Infrared Bandwidth and Efficiency of Antenna coupled Rectifiers”, IEEE transaction on nanotechnology, vol.9 no. 6, 2010
2 Li Yuan et al., “Controlling the direction of rectification in molecular diode”, Nature communication, 2015
The selectivity of electrodes in photovoltaic device is a crucial factor that can limit the solar cell’s performance. If a contact is not selective, electrons and holes from the bulk arrive at the same contact where they recombine non-radiatively. As a matter of fact, this recombination mechanism is an additional loss channel for charge carriers. The surface recombination current under open-circuit conditions is accompanied by a gradient of the quasi-Fermi energies required as driving force for the current flow, as shown in Figure 1.

This results in a reduction of the open-circuit voltage and in a lower efficiency of the solar cell. Several authors have already reported that there is an optimum finite mobility for non-selective electrodes where the efficiency reaches a maximum.\textsuperscript{1-3} We further investigate this interpretation by thorough simulation data of an effective semiconductor model which is ac-

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig1}
\caption{Scheme of the energy level diagrams under open-circuit conditions for (a) selective contacts and (b) a non-selective electron contact. The photoactive layer is mimicked by using an effective semiconductor model (from \(x=0\) to \(x=d\)) where only the electron transport level ETL and the hole transport level HTL of the free charges are taken into consideration. The hole contact is located at \(x=0\) and the electron contact at \(x=d\).}
\end{figure}
accompanied by experimental results from charge extraction, electroluminescence and photoluminescence. With these results at hand we demonstrate that two contributions which strongly depend on the transport properties of the photovoltaic device are responsible for the lower open-circuit voltage:

i) a reduction due to an effective injection barrier and

ii) a reduction of the bulk charge carrier density.

For significantly low mobilities, the lower open-circuit voltage is a phenomenon which is solely restricted to the close proximity of the electrode’s surface whereas the recombination of charge carriers in the bulk is hardly affected. The importance of mobility for the contact selectivity is further examined with respect to the imbalance of mobilities. In the simulation we see that in the case of a hole contact, a higher electron than hole mobility leads to an electrode which is more prone to surface recombination. The reverse holds true for the electron contact. This is especially important for organic solar cells where the donor and acceptor materials commonly possess distinct imbalanced mobilities. In addition, we reveal design guidelines to further improve contact selectivity.

Organic solar cells (OSCs) are a viable technology to capture the solar radiation because of many advantages including light weight, flexibility and low manufacturing costs\(^1\). However, for large scale manufacturing of OSCs with predictable performance, accurate physics-based engineering models are needed. In this paper, we analyze the effect of the boundary values of the free charge density employed in the modeling of OSCs. In order to determine the current-voltage characteristics of photovoltaic devices, the set of transport, Poisson and continuity equations must be solved. The application of this set of differential equations (DEs) to OSCs is made by the inclusion of the particular physics parameters of the organic semiconductors and considering the role of the metal-organic (MO) interfaces. The value of the free charge density at the MO interface can be considered as the balance of different physical-chemical mechanisms that take place in it. The main processes are given in Fig 1 and can be classified in two groups: those that favor the injection of charge and those that favor the extraction\(^2,3\). Different models for the extraction and injection of charge in the MO interfaces have been developed in order to find proper boundary conditions for the free charge density\(^2\). Nevertheless, due to the numerical complexity, these models are not used and approximations are preferred in order to obtain a quick solution. For this purpose, Boltzmann approximation or linear relations between the current density and the electron and hole charge densities, \(J-n, J-p\), respectively, are usually coupled to the DEs. The existence of different types of recombination at the MO interfaces can result in non-linear \(J-n\) and \(J-p\) relations. In this work, we focus on the effect of the metal-organic interfaces on the boundary values of

---


the free charge density and propose a model accordingly. Recently, we have suggested a
power-law relation between the charge density and the current density\(^4\): \( n, p = K_1 J_{n,p}^m + K_2 \) for MO contacts. This expression also includes Boltzmann approximation
and linear relations \( n, p J_{n,p} \) with \( m=0 \) and \( m=1 \), respectively. In previous works, we
demonstrated that this relation is required for the interpretation of current-voltage \( J-V \) curves in single-carrier metal-organic contacts. Among other effects, this boundary
condition for the charge density keeps information about the limited recombination
velocity at the contacts and the contribution from space charge limited conduction
(SCLC) in the bulk. In diffusion-dominated transport, at low bias close to the diode's
built-in voltage, the charge density at the contact is almost constant with the current.
The values of \( m, K_1 \) and \( K_2 \) depend on the specific metal-organic contacts. The final
relation between charge density and current density for injecting electrodes, extracted
from the analysis of single-carrier diodes, can be used as a boundary condition in
bipolar devices. In this work, we have incorporated our power law relation in the
modeling of OSCs. We have reproduced experimental \( J-V \) characteristics for OSCs in
dark and under illumination. Finally, we have checked that the use of non-constant
values for the free charge density at the interfaces is especially important close to the
open-circuit voltage and in the high-voltage region.

\[ n_{\text{catode}} = K_{1n} J^m + K_{2n} \]
\[ p_{\text{anode}} = K_{1p} J^m + K_{2p} \]

**Fig. 1** Extraction and injection mechanisms that take place at the electrode-organic
semiconductor interface and the relation that we proposed to enclose all these effects. The
metal-organic energy barrier is denoted \( \Phi_b \) and the thermal energy is given by the product of
Boltzmann constant \( k_B \) and the temperature, \( T \), \( k_B T \). When the thermal voltage is higher than the
energy barrier, thermionic emission is given. In the opposite case the tunnelling is dominant.

\(^4\) P. López-Varo, J.A. Jiménez-Tejada, O. Marinov, C.H. Chen, M.J. Deen, “Charge density at the
Advanced transparent conductive electrodes for solar cells and OLEDs

Christophe Ballif\(^1,2\), Monica Morales\(^1\), Sylvain Nicolay\(^2\)
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In this presentation, we’ll first review the requirements for realising high performance transparent conductive electrodes (TCE) for devices requiring high current density such as OLED or solar cells. We’ll show in particular how critical is the level of transparency of the electrodes and how a perfect control of carrier concentration and mobility in transparent conductive oxides (TCO) can allow the achievement of quasi perfect electrodes, possibly in combination with metal grids. We’ll comment briefly on the potential of other materials such as metallic nanowires in transparent matrix, or graphene layers and we’ll show that these alternative approaches will normally lead to performance losses compared to approaches with optimised TCO. In a second part we’ll review some of the latest research performed on the use of both indium based and indium free TCO for application in OLED and Solar cells, demonstrating various kind of single junction and multiple junction devices with state-of-the-efficiencies.
High-quality transparent conducting oxides (TCOs) such as In_{2}O_{3}:Sn (ITO) and doped ZnO are typically deposited by magnetron sputtering, often with additional substrate heating. Plasma-induced damage during sputtering can deteriorate the underlying functional layers of thin film solar cells, whereas the annealing step that is incompatible with flexible, plastic-based substrates desired for organic photovoltaics.

Two examples of “soft” deposition methods of TCOs are presented, which offer a reduced (or absent) plasma damage and do not require substrate heating. First, a solution approach in combination with a UV-annealing treatment is used to deposit conductive Al-doped ZnO (AZO) with resistivity down to 25 Ohm sq and a visible transmission above 90%. The solution-grown AZO layers are implemented as front contacts into inverted PTB7/PC71BM polymer solar cells on PET substrates (Figure 1). A conversion efficiency of 6.4% and 6.9% is achieved for the indium-free solar cells on PET and glass substrates, respectively. The devices are relatively stable in air whereby an initial efficiency loss in the order of 15% after storage for 15 days can be fully recovered by light soaking.

Fig. 1 (left) Photograph of solar cells with solution-processed AZO on PET polymer foil substrate. (right) SEM cross section of the device on PET foil.

---

Second example is H-doped In$_2$O$_3$ (IOH) layers that are deposited at room-temperature by off-axis sputtering in confocal configuration at room temperature. Thanks for the high carrier mobility in as-deposited amorphous IOH, the optical absorption in the visible and near IR range can be reduced, and the 330 nm-thick IOH electrode helps to improve the conversion efficiency of a Cu(In,Ga)Se$_2$ thin film solar cell from 15.7% to 16.2% as compared to a reference AZO electrode, also increasing the open circuit voltage by 20 mV.$^3$

Simulation of lateral charge transport 
in large-area optoelectronic semiconductor devices
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Summary A one-dimensional mathematical model for the current-voltage characteristics of 
stacked semiconductor materials is combined with a two-dimensional model for the charge 
transport in the lateral direction within the thin-film electrodes. Numerical simulation with the 
finite element method yields the current-voltage characteristic of a large-area device, which 
takes into account the sheet resistance of the electrodes. The two-dimensional simulation do-
main can have an arbitrary shape, and it may consist of multiple subdomains with different 
electrical properties. The numerical simulation may thus facilitate the process of device de-
design.

Problem description The lateral charge transport in thin-film semiconductor devices is af-
fected by the sheet resistance of the various layers. This may lead to a non-uniform current 
distribution across a large-area device resulting in an inhomogeneous luminance, for example, 
as observed in organic light-emitting diodes¹. Numerical simulation of this current distribu-
tion may assist in the evaluation of various device designs or material combinations, and it 
may help to reduce the number of expensive trial-and-error stages during device fabrication.

Mathematical model We assume that the steady-state electric current in the stacked semi-
conductor materials is purely vertical, whereas in the electrodes it is purely lateral. These as-
sumptions allow us to combine a one-dimensional mathematical model for the stack with two-
dimensional models for the electrodes. The advantage of such a coupled 1D-2D modeling 
approach is a much faster simulation than with a full three-dimensional model.

¹ K. Neyts, M. Marescaux, A. U. Nieto, A. Elschner, W. Lövenich, K. Fehse, Q. Huang, K. Walzer, and K. Leo, 
“Inhomogeneous luminance in organic light emitting diodes related to electrode resistivity”, 
This model can be further reduced to one electrode by assuming negligible sheet resistance in the other electrode. In this case, we obtain the following semilinear elliptic partial differential equation (PDE) for the electric potential distribution $\psi$ [V] in the electrode:

$$\text{div}(R^{-1}_{\square} \nabla \psi) = -j(\psi).$$  \hspace{1cm} (1)

Here, $R_{\square}$ [$\Omega/\square$] denotes the effective sheet resistance of the electrode, which may also vary in the domain. The electric current density $j$ [Am$^{-2}$] on the right-hand side of (1) is computed from the current-voltage characteristic of the semiconductor material stack.

**Numerical simulation** We solve the PDE (1) numerically with the finite element method using linear Lagrange elements. To complete (1), several types of boundary conditions can be imposed on the boundary segments. Newton iterations are used to solve the nonlinear system of equations obtained after discretization.

The numerical simulation yields the electric potential distribution on the given geometry and for given boundary conditions – an example is shown in Fig. 1:

![Simulated electric potential distribution](image)

**Fig. 1** Simulated electric potential distribution in a thin-film electrode consisting of two subdomains with different sheet resistances. An electric potential of 2 Volts is prescribed on the left boundary segment, and no electric current is flowing through the remaining boundary segments.

By post-processing of the numerical solution quantities such as the (lateral) electric current density distribution or the total device current may be computed. Parameter studies allow us to investigate the influence of geometry or material parameters on the device performance. These simulations are rather fast due to the coupled 1D-2D modeling approach – therefore, more elaborate tasks such as parameter estimation or optimization also become feasible.

**Acknowledgement** This research is funded by the Swiss Commission for Technology and Innovation within the project no. 18737.1 PFEN-NM.
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The optimization of contacts based on a combination of TCO with a metallic mesh is complex
due to the different conductivities of the materials and due to the counteracting effects of adding
a metallic mesh: shadowing and enhancement of conductivity. An approach based on evolution-
ary optimization of a metallic mesh combined with 2D+1D FEM analysis of the ohmic losses is proposed.
The FEM modelling subdivides the TCO and the mesh into two 2D layers as shown in Fig. 1 and allows for an accurate calculation of the voltage distribution and ohmic losses on extended electrodes. An evolutionary optimization algorithm\(^1\) reduces the overall losses by iteratively adding metal on top of the TCO areas with highest losses. In the end, this approach allows to automatically optimize the shape of metallic contacting meshes. As an example, the predicted performance of two automatically designed contacts is compared with experimental results of CIGS solar cells\(^2\).

Fig. 1 Schematic representation of the model geometry, dimensionality and couplings
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2 P.A. Losio, T. Feurer, S. Buecheler, B. Ruhstaller, 32nd EUPVSEC, München (2016), DOI:10.4229/EUPVSEC20162016-3CV.4.3
Perovskite/crystalline silicon tandem solar cells
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Perovskite solar cells have recently emerged as attractive candidates to boost the performance of wafer-based silicon solar cells in perovskite/silicon tandem devices. This is especially interesting as single-junction silicon solar cells approach their practical efficiency limit. We present perovskite solar cells with high near-infrared transparency suitable for tandem integration, reaching efficiencies of up to 16.4%, and perovskite/silicon tandem cells in the mechanically stacked 4-terminal configuration with efficiencies of up to 25%. These efficiencies were enabled by the development of broadband transparent electrodes and uniform, pinhole-free perovskite absorber layers. In the monolithic configuration, we obtain tandem efficiencies of up to 21.2%. This tandem configuration is experimentally more challenging to realize, as the perovskite top cell is directly processed onto the silicon bottom cell. We identify photocurrent losses due to reflection and parasitic absorption in the perovskite top cell and show how performance can be optimized by adjusting layer thicknesses to tune interference. In addition, the application of a random-pyramid texture at the rear side of the silicon bottom cell was found to result in a strong quantum efficiency enhancement in the near-infrared by improved light trapping. Experimental results are compared to numerical simulations based on the Fluxim SETFOS 4.4 software package with absorption and light-scattering modules, showing excellent agreement. Results from these simulations are also employed to show pathways for further performance enhancement and to discuss the interplay between the rear-side texture and a micro-textured antireflective foil applied at the front side of the tandem cells.
The perovskite solar cell is considered a promising candidate as the top cell for high-efficiency tandem devices with crystalline silicon (c-Si) bottom cells, contributing to the cost reduction of photovoltaic energy. In this contribution, a simulation method, involving optical and electrical modelling, is established to calculate the performance of 4-terminal (4T) perovskite/c-Si tandem devices on a mini-module level. Optical and electrical characterization of perovskite and c-Si solar cells are carried out to verify the simulation parameters. With our method, the influence of transparent conductive oxide (TCO) layer thickness of perovskite top cells on the performance of tandem mini-modules is investigated in case of both tin-doped indium oxide (ITO) and hydrogen-doped indium oxide (IO:H). The investigation shows that optimization of TCO layer thickness and replacement of conventional ITO with highly transparent IO:H can lead to an absolute efficiency increase of about 1%. Finally, a practical assessment of the efficiency potential for the 4T perovskite/c-Si tandem mini-module is carried out, indicating that with a relatively simple 4T tandem module structure the efficiency of a single-junction c-Si mini-module (19.3%) can be improved by absolute 4.5%.

The method to analyze the performance of 4T hybrid tandem mini-modules is mainly based on advanced optical simulation combined with solving diode equations. Optical simulation is carried out with the GenPro4 program developed at Delft University of Technology, aiming to calculate the short-circuit current density ($J_{sc}$) of solar cells. As shown in Fig. 1 the accuracy of the optical models and input parameters is validated by optical measurements. In tandem devices, c-Si bottom cells operate at lower injection levels than the standard irradiance condition, which has direct impacts on the current density ($I_{sc2}$) and consequently on the open-circuit voltage ($V_{oc2}$) and fill factors ($FF_2$) as well. By introducing the injection-level-dependent diode parameters into the one-diode equation, the $V_{oc2}$ and $FF_2$ of the c-Si mini-module at different injection levels can be accurately calculated as shown in Fig.2. Fig. 3 shows the layout of the designed 4T perovskite/c-Si tandem mininmodule being analyzed and the power conversion efficiency (PCE) improvement from 4T tandem compared to standalone c-Si minimodules.
Fig. 1 Device picture, the optical structure and comparison between the simulated and measured reflectance, absorbance and transmittance spectra for (a) semi-transparent perovskite cells and (b) MWT c-Si cells.

Fig. 2 Comparison of (a) $V_{oc}$ and (b) $FF$ calculated with modified one-diode equations for the c-Si mini-module to the results measured at different injection levels.

Fig. 3 (a) the sketch of designed 4T perovskite/c-Si tandem mini-modules and (b) absolute PCE gain of the designed tandem mini-module as a function of $V_{oc}$ and $FF$ of the perovskite top cell. The red line indicates the required $V_{oc}$ and $FF$ of perovskite cells to break even. The yellow circle indicates the $V_{oc}$ and $FF$ achieved in-house (1.03 V and 71.4%), and the yellow square and triangle correspond to the literature values: 1.104 V & 73.6% and 1.034 V & 77.7%.


Optical simulations of birefringent organic semiconductor devices
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Optical simulations of organic semiconductor devices are an established technique to optimize stack design and investigate intrinsic properties of such systems. The isotropic description of organic layers via the Jones Matrix-Transfer-Formalism has proven to be able to describe the optical response of most of the amorphous organic materials. Proper description of crystalline of highly ordered layers, however, is more challenging due to the inclusion of uni- or biaxial optical constants and the corresponding impact on the propagation of electromagnetic waves.

We performed optical simulations of birefringent organic thin films, using formulas derived by Penninck et al.\(^1\). The algorithm can be used for proper description of the anisotropic optical properties of materials like Diindenoperylene (DIP) or Dibenzotetraphenylperiflantene (DBP). Angular dependent measurements of the photocurrent in organic solar cells reveal differences between isotropic and birefringent descriptions of the optical constants and provide confirmation for the implemented simulation\(^2\). Furthermore the investigated calculations offer the possibility to determine the alignment of the transition dipole moments via photoluminescence measurements and, thus, allow for simple measurements of the molecular orientation in such layers\(^3\). Although the inclusion of uniaxial anisotropy in optical modeling is not necessary for vertical light incidence in organic solar cells, the simulations offer interesting new methods for the investigation of the optical properties of organic thin films.
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Optical Simulations of Tunable Scattering Layers for Photon Management in Organic Light Emitting Diodes and Thin Film Solar Cells

Amos Egel, Guillaume Gomard, Yidenekachew Donie, Jan Preinfalk, Luis David Anchía Sáenz, Dominik Theobald, Uli Lemmer
Light Technology Institute and Institute of Microstructure Technology, Karlsruhe Institute of Technology, Kaiserstraße 12, D-76131 Karlsruhe, Germany

Scattering layers based on disordered photonic structures can be used for light extraction from organic light emitting diodes (OLEDs) or for light trapping in thin film solar cells. A versatile technique to fabricate such layers with a good control over the statistical properties is the polymer-blend lithography\(^1\). This technique relies on the controlled phase separation of a mixture of two polymers. Selectively developing one of the materials, the resulting pattern can be transferred into a dielectric or a metallic layer, forming a compact scattering element within the thin film stack.

Fig. 1 Left: Scattering layer in an OLED for improved light outcoupling. Right: Structure formation by phase separation of a polymer blend.

We report on numerical studies that aim at a full optical simulation of optoelectronic thin film devices incorporating such a scattering layer. The simulations are based on two numerical methods: the finite element method (FEM) and the T-matrix formalism\(^2\) for the description of the individual scattering centers. In the case of the T-matrix method, special care has to be taken regarding an overlap of the individual scattering centers’ circumscribing sphere with the substrate.
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layer interfaces. In this context, we assess the suitability of spherical vector wave functions for scattering at flat discs touching a layer interface. First simulation results based on the T-matrix method as well as on the finite element method are compared to optical measurements at the scattering structures.

Modelling of Light Scattering in Single Junction and Tandem Cells
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Achievement of the record efficiencies in photovoltaic devices require constant advancements in the structure of wafer-based silicon cells and tandem perovskite/silicon cells. In order to facilitate the process of finding an optimal cell configuration we introduce a simulation tool, which combines a 3D ray-tracing algorithm with thin films optics to model the light interaction with conformally coated textured silicon wafers and deposited anti-reflection foils. The two-scale framework¹ takes into account the interference in coherent layers coupled with the light propagation and scattering in incoherent textured wafers. In order to validate the simulation tool an example of the absorption spectra of the silicon heterojunction (SHJ) cell compared with the measurement² is presented (Fig 1). Furthermore the experimental data of the monolithic perovskite/silicon tandem solar cells³ with different configurations of the scattering interfaces is compared with the simulation results (Fig 2), modeling of conformally coated perovskite top cell on the textured silicon wafer is also analyzed.

Fig. 1: SHJ planar and double-side textured case (left). Comparison of simulated absorption (full lines) and measured EQE spectrum (dashed lines) of the SHJ (right).

¹ SETFOS 4.4 software with Absorption and Light-scattering modules, Fluxim AG, Switzerland
Fig. 2: Different monolithic perovskite/silicon tandem structures considered: a) planar reference b) planar reference with external anti-reflection foil (ARF), c) planar perovskite solar cell on rear-textured silicon wafer, d) planar perovskite solar cell on rear-textured silicon wafer with ARF.

Fig. 3: Example of comparison of experiment and simulation by Setfos 4.4 of tandem absorption spectra for the planar perovskite/silicon tandem with an anti-reflection foil (ARF) (structure b)) and without ARF (structure a) of Fig. 2).
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Organic-inorganic metal halide perovskite solar cells show hysteresis in their current–voltage curve measured at a certain voltage sweep rate. Coinciding with a slow transient current response, the hysteresis is attributed to a slow voltage-driven (ionic) charge redistribution in the perovskite solar cell. Thus, the electric field profile and in turn the electron/hole collection efficiency become dependent on the biasing history. Commonly, a positive prebias is beneficial for a high power-conversion efficiency. Fill factor and open-circuit voltage increase because the prebias removes the driving force for charge to pile-up at the electrodes, which screen the electric field. Here, it is shown that the piled-up charge can also be beneficial. It increases the probability for electron extraction in case of extraction barriers due to an enhanced electric field allowing for tunneling or dipole formation at the perovskite/electrode interface. In that case, an inverted hysteresis is observed, resulting in higher performance metrics for a voltage sweep starting at low prebias. This inverted hysteresis is particularly pronounced in mixed-cation mixed-halide systems which comprise a new generation of perovskite solar cells that makes it possible to reach power-conversion efficiencies beyond 20%.
Understanding hysteresis in perovskite cells through simulations of coupled electron-ion motion
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In perovskite solar cells, a major concern is the occurrence of hysteresis in which the cell current–voltage characteristics are strongly dependent on the voltage scan rate, direction and preconditioning treatments. Here, I describe drift diffusion simulations of perovskite cell steady state and transient characteristics. Figure 1 is taken from in which we have identified the physical origin of the features seen in measured current-voltage, J-V, curves as mobile defects. Our model uses the method of matched asymptotic expansions to solve the charge transport equations, an approach that is widely applicable to other double layer problems occurring in electrochemical applications such as the evolution of transmembrane potentials in living cells. In this way we can account accurately for the Debye layers in which the ionic charge accumulates, that being a few nm in width, are much narrower than typical perovskite layer thicknesses of several hundred nm. Our model paves the way for the development of cells with improved and reproducible performance.

![Figure 1](image-url)

Fig. 1 (a) Calculated J–V curves for a perovskite cell without allowing for preconditioning; (b) measured J–V curves for this cell after an initial preconditioning at 1.2 V and two scan cycles. Solid lines show the 1.2 V to 0 V scan; broken lines show the 0 V to 1.2 V scan. Scan rates are 1 V s⁻¹ (magenta, circles), 500 mV s⁻¹ (blue, crosses), 250 mV s⁻¹ (cyan, filled squares), 100 mV s⁻¹ (green, diamonds).

1 G Richardson, S E J O’Kane, R G Niemann, T A Peltola, J M Foster, P J Cameron, A B Walker “Can slow-moving ions explain hysteresis in the current-voltage curves of perovskite solar cells?” Energy & Env Sci 9 1476 (2016),

SimOEP 2016
There is increasing evidence for ion migration in methylammonium lead iodide perovskite solar cells. The electric field induced by the mobile ions affects the charge transport and is believed to be the origin of the hysteresis in IV-curves [1, 2]. The occurrence of hysteresis was also related to the contact layer materials [3]. Highly efficient devices generally show low hysteresis. Hereby the following question arises: If mobile ions in the bulk are responsible for the IV-curve hysteresis, why does the hysteresis depend on the contact materials?

We measure preconditioned IV-curves as proposed by Tress et al. [1] and use a numerical drift-diffusion model incorporating mobile ions to reproduce the measured effects (shown in Figure 1). Using the numerical model we demonstrate why the hysteresis vanishes almost completely if contacts with a low surface recombination are used: With good contacts electrons and holes can also be extracted without an electric field as they can “pile up” at the opposite interface and diffuse to the interface where they are extracted. This finding is consistent with the study of Philip Calado and Piers Barnes that find evidence for ion migration for devices with low hysteresis [4].
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Simulating transient optoelectronic measurements on perovskite solar cells: Evidence for ion migration in devices with minimal hysteresis
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Ionic migration has been proposed as a possible cause of photovoltaic current-voltage hysteresis in hybrid perovskite solar cells.¹²³⁴ A major objection to this hypothesis is that hysteresis can be reduced by changing the interfacial contact materials, which are unlikely to significantly influence the behaviour of mobile ionic charge within the perovskite phase.⁵⁶ Here we use transient optoelectronic measurements combined with drift diffusion simulations to show that the primary effects of ionic migration can in fact be observed in devices with ‘hysteresis free’ type contact materials, as well as those exhibiting hysteresis. The data indicate that electric-field screening, consistent with ionic migration, is similar in both high and low hysteresis CH₃NH₃PbI₃ cells. Transient photovoltage and photocurrent device simulations show that hysteresis requires the combination of both mobile ionic charge and recombination near the contacts.⁷ Low hysteresis is thus primarily due to high photogenerated carrier concentrations in the perovskite phase, capable of screening ionic charge, rather than necessarily an absence of mobile ions or higher ionic mobilities. In contrast, devices with high interfacial recombination, where electronic carrier concentrations are low, exhibit significant hysteresis.

Fig 1  

(a) Simulated energy level diagram for a bottom cathode perovskite solar cell at open circuit under illumination after equilibration at short circuit in the dark. Solid lines indicate initial states, dashed lines indicate the cell at steady state. Ionic migration to the p and n-type contact interfaces results in a reverse electric field in the device capable of driving charge carriers towards the wrong electrode. 

(b) Transient photovoltage evolution during the same simulation. The reverse field results in an initial negative deflection of the transient photovoltage signal, similarly observed in experimental measurements.
Laser pulsed transient photo currents on Perovskites to study charge carrier transport
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Transient photocurrent measurements are performed on perovskites to study bulk charge carrier dynamics. Charge excitation is executed by a nanosecond pulsed laser in order to analyze electron and hole transport in the semiconductor. Also slow effects e.g. ionic movement are induced within this method under electrical bias conditions and dominate transport at time-scales longer than 10\textsuperscript{th} of microseconds.

The transport of photo excited charges is analyzed at short times for different path lengths and electrical fields in first experiments at room temperature\textsuperscript{1,2}. We probe layers of perovskites for planar architecture and vary layer thickness. The observed photocurrent has dispersive character. In the case of transport limited currents charge extraction is determined by the layer with the lowest charge mobility. For simple devices based on organohalide perovskite without any organic ETL and HTL the observed charge processes would show intrinsic perovskite properties. As in time-of-flight experiments on organic systems, slow portions of charge release indicate a non-regular transport, which can be understood by a broadening of transport site energies for electrons induced by the organic cation of perovskites. The observed transients can be explained by thermal and field assisted hopping of charges out of states below the effective transport energy\textsuperscript{3}.