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Abstract 

Purpose: The aim of this study was to investigate the potential of a deep convolu-

tional neural network (dCNN) to (i) detect (ii) segment and (iii) classify lesions in 

conventional breast ultrasound images in accordance with the Breast Imaging Re-

porting and Data System (BI-RADS), mimicking the human decision-making pro-

cess for subsequent clinical procedures. 

Materials and Methods: 3278 conventional breast ultrasound images from 1078 

individual patients depicting lesions were manually segmented and classified by two 

radiologists according to the BI-RADS standard.   A U-Net based multiclass seg-

mentation network was trained with 2510 images and validated with a dataset of 

768 images. The performance of the network on detection (precision, recall, f-

score), segmentation (IoU) and classification (confusion matrices) was evaluated 

on a final test dataset consisting of 154 images which was not part of the training 

and validation dataset. The performance of the dCNN compared to human readers 

was quantified and evaluated using interrater agreement (Cohen’s Kappa).  

Results: For lesion detection, the network reached 70% (65%) precision and 70% 

(81%) recall with respect to the annotating radiologist 1 (2). In comparison, the pre-

cision and recall scores between two radiologists amounted to 69% and 86%, re-

spectively. The networks segmentation accuracy of lesion shapes yielded an IoU of 

75.1% (74.5%) with respect to radiologist 1 (2). The interrater agreement for lesion 

classification between the dCNN and radiologist 1 (2) was substantial (moderate) 

for 3 classes and almost perfect (substantial) for binary classification (benign and 

malignant). In comparison, the interrater agreement between the radiologists was 

measured as moderate to substantial for 3 and 2 classes, respectively.  

Conclusions: In this study we demonstrated that a dCNN can be successfully 

trained to (i) detect, (ii) segment and (iii) classify lesions in accordance with the BI-

RADS classification system in conventional breast ultrasound images. The perfor-

mance of the dCNN is comparable to the performance of radiologists with more than 

two years’ experience in breast imaging. Our dCNN can serve as an observer-inde-

pendent guide for subsequent clinical procedures, contribute to standardization of 

BI-RADS classes and potentially prevent unnecessary biopsies or delayed treat-

ment by reducing false-positive and false-negative diagnoses.  
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1. Introduction 

With more than 2.3 million annual cases worldwide, breast cancer is the most fre-

quent cancer and leading cause of death from cancer among women1,2. Early diag-

nosis of breast cancer is key to increase the chance of the patient’s survivability3,4. 

The most common and widely used modality for breast cancer screening remains 

mammography5. Although mammography has an overall sensitivity of approxi-

mately 85% 6,7, sensitivity decreases drastically in women with dense breast8,9. 

Since dense breast tissue is an additional risk factor for breast cancer10, the im-

portance of alternative screening methods becomes apparent. 

Breast ultrasonography with its high sensitivity may be a viable alternative to mam-

mography for women with dense breasts or who are afraid to undergo the discomfort 

caused by mammography11,12. However, the increased sensitivity is accompanied 

by increased false-positive  rates13. Furthermore, the quality of breast ultrasound 

interpretation is highly observer-dependent and requires well-trained and experi-

enced radiologists14.  

To combat this variation in interpretation, the American College of Radiology (ACR) 

released the Breast Imaging Reporting and Data System (BI-RADS) which helps 

guiding radiologists in their decision-making process and therefore acts as a stand-

ard.  The atlas defines seven lesion classifications: incomplete (0), negative (1), 

benign (2), probably benign (3), suspicious for malignancy (4), highly suggestive for 

malignancy (5), and known biopsy-proven malignancy (6). According to each clas-

sification, different clinical procedures should be followed.  BI-RADS class 1 to 2 do 

not require any further actions, whereas a three-to-six-month follow-up examination 

is recommended for probably benign lesions (BI-RADS 3). For a BI-RADS 4 or 

higher lesion a biopsy is recommended, which is then analyzed and possibly deter-

mines the lesion to be a BI-RADS 6 lesion15. In spite of the BI-RADS classification 

system, radiologic assessment is highly subjective, with high variability in inter- and 

intrareader agreement16. A computer-aided diagnostic (CADx) system for observer-

independent classification of breast lesions according to the BI-RADS catalogue 

could help standardizing classifications further. Segmentation as the most detailed 

form of object detection is a desired feature of such a CADx system.  
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Promising preliminary results in the automated classification of breast lesions in 

ultrasound17–20 combined with recent advancements made in segmentation archi-

tectures developed for biomedical image processing21 raise expectations for fully 

automatic lesion segmentation and classification CADx systems.  

The aim of this study is to investigate a dCNN that combines fully automatic seg-

mentation and classification of breast lesions according to the ACR BI-RADS cata-

log in conventional breast ultrasound, to evaluate its performance compared to hu-

man readers and to research its potential to serve as an observer-independent 

CADx system that guides radiologists in their decision-making process.  
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2. Materials and Methods 

2.1. Database Search 

The training, validation and test dataset used for training and evaluation of the 

dCNN was created in 4 steps (Figure 1). The institutional Radiological Information 

System (RIS) was queried for patient reports receiving conventional breast ultra-

sound imaging containing the keyword "BI-RADS" for the time period of January 

2013 to December 2015. This resulted in a total of 7480 radiological patient reports. 

Additionally, the Picture Archiving and Communication System (PACS) was queried 

for all conventional breast ultrasound examination acquired in the same time period. 

The PACS query resulted in a total of 135839 breast ultrasound images. Subse-

quently, the images were linked to the corresponding patient reports via patient ID 

and study date, resulting in 70944 images of 4542 patients, thereby filtering for im-

ages that were acquired during a lesion screening.  

 

 

 

 

Figure 1: Creation of the Training, Validation and Test Dataset in 4 steps: 1. Extraction of a number 

of breast ultrasound images n i and a number of patient reports containing the word “BI-RADS” nr 

from the PACS data base. 2. Filtering images by assigning them to patient BI-RADS reports and in 

case of the test dataset pre-balancing the image classes according to the BI-RADS classes given in 

the report. 3. Labeling the images. 4. Splitting the data in a training, validation, and test dataset. 
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2.2. Data Labeling 

In order to ease the workflow of the radiologists and ensure high-quality ground-

truth labels we developed a custom graphical user interface (Figure 2)  using the 

PyQt5 Python library, QMLCreator and Python programming. The labeling process 

included segmentation of lesions and their classification into BI-RADS classes 2 to 

5. BI-RADS classes 1 and 6 are neglected since BI-RADS class 1 translates to 

healthy breast tissue in which case no lesion would be added and BI-RADS class 6 

defines a malignant lesion that was pathologically confirmed; information that can-

not be extracted from a mere image. The labeled BI-RADS classes 2 to 5 were 

further combined into three different classes defined as follows: “benign” (BI-RADS 

2) (Figure 3a), “probably benign” (BI-RADS 3) (Figure 3b),  and “(highly) suspicious 

for malignancy” (BI-RADS 4 /5) (Figure 3c). In total 3278 breast ultrasound images 

of 1078 patients were labeled. Images depicting healthy breast tissue were ex-

cluded during the labeling process. 

 

 

 

 

 

 

Figure 2: Graphical User Interface used to select relevant images, segment lesions, annotate BI -

RADS classes and keywords.  
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2.3. Training and Validation Dataset 

For training and validation, the dataset was split into two parts; 76.57% of the im-

ages are used to train of the dCNN and 23.43% to evaluate the model. We ensured 

that images from a given patient screening do not appear both in training and vali-

dation datasets. The training dataset was unbalanced with respect to images de-

picting “benign” lesions (1387), “probably benign” lesions (934) and lesions that are 

“(highly) suspicious for malignancy” (189). Conversely, the validation dataset is bal-

anced with 256 images per class as listed in Table 1. 

 

Class Training Dataset Validation Dataset 

benign (BI-RADS 2) 1387 256 

probably benign (BI-RADS 3) 934 256 

(highly) suspicious for malignancy 

(BI-RADS 4/5) 

189 256 

  

Figure 3: Ultrasound images of the three defined classes “benign” (BI-RADS 2)(a), “probably be-

nign” (BI-RADS 3)(b) and “(highly) suspicious for malignancy” (BI-RADS 4/5)(c) with their respective 

segmented masks.  

Table 1: Number of images per class used for training and validation of the neural network.  
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2.4. Test Dataset 

We generated a test dataset using a similar procedure as outlined for the training 

and validation dataset (Figure 1).  26623 images and 4980 patient reports from 

between January 2016 and March 2021 were downloaded from the PACS and RIS 

database. Using the BI-RADS class given in the patient reports, the images were 

then pre-balanced according to the three introduced classes "benign", "probably 

benign" and "(highly) suspicious for malignancy". Two radiologists from different 

institutions with two and three years’ experience in breast imaging, respectively, 

annotated a total of 154 images from 153 patients.  

 

2.5. Training of the dCNN 

The calculations were operated on a consumer-grade computer (Intel(R) Core(TM) 

i7-10700 CPU @ 2.90GHz, NVIDIA GeForce RTX 3070 GPU), running the operat-

ing system Ubuntu Linux 20.04 with Tensorflow 2.7.0 (Google Brain Team) and 

Keras 2.7.0 (Massachusetts Institute of Technology).  A multiclass segmentation 

network based on the U-Net architecture21 was implemented (Appendix A). The net-

work receives a 256x256 grayscale image as input and predicts the segmentation 

masks of four classes: the three classes previously defined (BI-RADS 2, BI-RADS 

3, BI-RADS 4/5) and additionally, an image-background class (Figure 4). The model 

was trained with a batch size of 4 for 35 epochs using a weighted categorical cross 

entropy loss to mitigate class imbalance. The model was optimized using the Adam 

optimizer with an initial learning rate of 0.001 which is reduced by a factor of 10 

each time the validation loss stalled for longer than 5 epochs.  

 

2.6. Evaluation metrics and post-processing 

During training the model was evaluated using averaged accuracy for the prediction 

of each pixel as well as intersection over union (IoU), a metric, which is defined by 

the area of intersection of prediction and ground truth divided by the area of union 

of prediction and ground truth and is used to measure accuracy of object detection 

and segmentation. Due to heavy class imbalance (background pixels yield to 

98.23% of the data) these metrics only provide limited information about the desired 
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performance of the model. Thus, additional metrics and post-processing steps were 

introduced to evaluate the performance on validation and test data.  

Figure 4 visualizes the prediction output, post-processing steps needed for sensible 

evaluation of shape and class predictions. To obtain a robust output for segmented 

lesions the predicted background mask is inverted and filtered with a threshold of 

100, leaving only segmented areas corresponding to detected lesions. In turn, each 

predicted lesion was compared to every ground truth lesion annotated by radiolo-

gists and assigned using the IoU. A predicted lesion is interpreted as true positive 

if IoU ≥ 0.5. Next, to evaluate segmentation accuracy of detected lesions IoU was 

calculated for all correctly detected lesions and for detected lesions of each defined 

class “benign” (BI-RADS 2), “probably benign” (BI-RADS 3) and “suspicious for ma-

lignancy” (BI-RADS 4/5). True positive, false positive and false negative lesion pre-

dictions were counted to compute standard metrics for evaluating model perfor-

mance in the field of object detection: 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
          𝑅𝑒𝑐𝑎𝑙𝑙 =

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
          𝐹1 =

𝑇𝑃

𝑇𝑃 +
1
2

(𝐹𝑃 + 𝐹𝑁)
 

 

Subsequently, for each true positive lesion, the predicted class of the model is de-

termined as follows: The U-Net architecture predicts a class for each pixel; for each 

lesion, all predicted pixel classes are summed up and the maximum predicted class 

is set as the lesion class. We generated confusion matrices to evaluate classifica-

tion accuracy of our dCNN and two human readers.  
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2.7. Statistical analysis 

Statistical analysis was performed using the Python scikit-learn library. Interrater 

and intrarater reliability between the dCNN and two radiologists were assessed by 

computing Cohen’s kappa κ, a robust statistic to evaluate agreement of different 

readers. The Kappa results are interpreted as follows: values ≤ 0 as indicating no 

agreement and 0.01–0.20 as none to slight, 0.21–0.40 as fair, 0.41– 0.60 as mod-

erate, 0.61–0.80 as substantial, and 0.81–1.00 as almost perfect agreement22. 

 

  

Figure 4: Multiclass segmentation prediction, postprocessing and evaluation pipeline. The U-Net 

based architecture consisting of an encoder and decoder structure receives a 256x256 breast ultra-

sound image as input and predicts segmentation masks for four classes: “background” (BI-RADS 

1), “benign” (BI-RADS 2), “probably benign” (BI-RADS 3) and “(highly) suspicious for malignancy” 

(BI-RADS 4/5). The background prediction is inverted and filtered with a threshold to extract robust 

shapes of lesions. The class is extracted by counting the predicted pixel classes inside the seg-

mented lesion. The extracted shape is compared to the ground truth using an IoU score. True posi-

tive, false negative and false positive predictions for lesions are used to calculate precision, recall 

and f-score.   
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3. Results 

3.1. Training and validation dataset 

After 35 epochs of training, the network achieved a training and validation loss of 

0.05 and 0.52, respectively. Moreover, the validation accuracy and IoU score 

amounted to 0.98 and 0.95, respectively.  

3.1.1. Detection 

A precision of 68.7%, recall of 84.3% and f-score of 75.7% were computed from 

true positive, false positive and false negative detected lesions on the validation 

dataset (Table 2). 

3.1.2. Segmentation  

An IoU score of 73.7% was measured for all correctly detected lesions in the vali-

dation dataset. Segmentation accuracy of the three introduced classes varied be-

tween 71.4% and 77.2% (Table 2). 

3.1.3. Classification 

We measured an average classification accuracy (normalized by the number of de-

tected examples per class) of 78.76% on the validation dataset. 
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Detection and Segmentation Evaluation 

 Precision Recall F1 TP FP FN IoU IoU 

(0) 

IoU 

(1) 

IoU 

(2) 

Validation 

dCNN / 

GT 

68.7% 84.3% 75.7% 646

  

120 294 73.7% 77.2% 71.9% 71.4% 

Testing 

dCNN / 

Reader 1 

70.3% 70.7% 70.5% 113 27 64 75.1% 75.8% 72.3% 73.7% 

dCNN / 

Reader 2 

65.1% 81.4% 72.4% 123 51 54 74.5% 76.4% 74.1% 69.1% 

Reader 1/ 

Reader 2 

69% 85.7% 76.4% 120 20 54 76.7% 77.1% 77.3% 75.1% 

 

3.2. Test dataset 

3.2.1. Detection 

We evaluated detection accuracy on the test dataset by testing the predictions of 

the dCNN against the annotations of radiologist 1 (2) and by comparing the anno-

tations of both radiologists. The precision of the dCNN is of 70.3% (65.1%) with 

respect to radiologist 1 (2) compared to the precision score of 69% between the two 

radiologists (Table 2). The recall of the dCNN with respect to radiologist 1 (2) is of 

70.7% (81.4%) and is slightly lower than the recall of 85.7% between the two radi-

ologists. We observe that recall is always higher than precision. 

3.2.2. Segmentation 

The dCNN yielded an IoU of 75.1% (74.5%) with respect to radiologist 1 (2), which 

is only slightly below the interrater IoU of 76.7% between the two radiologists.  

3.2.3. Classification 

The average classification accuracy (normalized by the number of detected exam-

ples per class) of the dCNN amounted to 79.8% (65.8%) when tested against radi-

ologist 1 (2) and is comparable to the measured accuracy between the radiologists 

Table 2: Validation and test segmentation evaluation results. 0 = BI-RADS 2, 1 = BI-RADS 3, 2 = 

BI-RADS 4/5. 
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of 77.7% (Figure 5). Compared to the radiologist 1, the dCNN classified 96% of all 

lesions labeled as BI-RADS 4/5 correctly. More variation is visible in the classifica-

tion between BI-RADS class 2 and 3; 23% and 37% of lesions annotated as BI-

RADS 2 are classified as BI-RADS 3 by the network, for radiologist 1 and 2, respec-

tively.  

We computed the interrater reliability scores for the previously defined 3 classes 

and additionally for the binary classification of benign and malignant lesions (BI-

RADS 2/3 and BI-RADS 4/5) (Table 3). The classification interrater agreement be-

tween the dCNN and radiologist 1 (2) was substantial (moderate) for three classes 

and almost perfect (substantial) for binary classification. In comparison, the radiol-

ogist’s interrater agreement was measured as moderate and substantial for 3 and 

2 classes, respectively. When the dCNN classifications were compared to the con-

sensus of both radiologists, Cohen’s Kappa read 0.719 (substantial) and 0.968 (al-

most perfect) for 3 and 2 classes, respectively. 

 

Three Classes 

Reader 1 Reader 2 κ linearly 
weighted κ 

quadratically 
weighted κ 

dCNN Radiologist 1 0.678 0.759 0.839 

dCNN Radiologist 2  0.458 0.594 0.717 

Radiologist 1 Radiologist 2 0.599 0.710 0.794 

dCNN Consensus 0.719 0.822 0.897 

Two Classes 

Reader 1 Reader 2 κ 

dCNN Radiologist 1 0.894 

dCNN Radiologist 2 0.751 

Radiologist 1 Radiologist 2 0.737 

dCNN Consensus 0.968 

 

 

Table 3: Interrater reliability scores using Cohen’s Kappa 
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Figure 5: Comparison of class predictions of the neural network and two radiologists. Two visual ex-

amples show correctly segmented and classified lesions (class 0 corresponds to BI-RADS 2 and 

class 2 translates to BI-RADS 4/5). The three confusion matrices show the predicted classes versus 

the labels of radiologist 1 and 2 and finally the class labels of both radiologists (from left to right).   
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4. Discussion 

In the present study, we showed that a U-Net based deep convolutional neural net-

work (dCNN) can be successfully trained to (i) detect, (ii) segment and (iii) classify 

lesions in breast ultrasound imaging in accordance with the BI-RADS standard. We 

demonstrated that our model’s predictions are comparable to those of two experi-

enced radiologists in terms of detection, segmentation and classification accuracy 

of lesions in conventional breast ultrasound. For lesion detection our network 

reached 70% (65%) precision and 70% (81%) recall with respect to the annotations 

of radiologist 1 (2), which is comparable to the precision and recall scores of 69% 

and 86% between the two radiologists. This is particularly impressive since the met-

ric used to identify true and false detections penalizes the network's predictions: the 

network's segmentation often consists of multiple closely adjacent areas, which may 

be misinterpreted as false positives and false negatives and contributes to lower 

precision and recall scores.  Moreover, we showed that the segmentation accuracy 

of the network with an IoU of 75.1% (74.5%) with respect to the ground truth anno-

tated by radiologist 1 (2) lies within 5% of the segmentation accuracy measured 

between the radiologists of 76.6%. Mean classification accuracy of our model yields 

to 79.8% (65.8%) with respect to radiologist 1 (2) and can therefore compete with 

the measured accuracy between both radiologists of 77.7%.  

The BI-RADS classification is not only used by radiologists to describe their find-

ings, but also to guide their choice of subsequent clinical action or the lack thereof. 

With our approach, lesion BI-RADS classes were split according to the consequent 

clinical measures taken: in case of a “benign” (BI-RADS 2) lesion no further action 

is needed, a follow-up examination in three to six months is planned for a “probably 

benign” (BI-RADS 3) lesion and a biopsy is recommended for a lesion which is 

“(highly) suspicious for malignancy” (BI-RADS 4/5). Therefore, by classifying le-

sions our approach is mimicking the decision-making process of a radiologist. De-

spite the ACR BI-RADS standardization, a reader’s experience and workload con-

tribute to their quality in radiological decision-making. A study showed that 29% of 

breast-density BI-RADS assessments were categorized differently after short-term 

reimaging23. We observed a similar discrepancy in this study in the categorization 

of BI-RADS lesions, in particular between BI-RADS 2 and 3 classification. Two ra-

diologists with different levels of experience achieve moderate agreement (κ = 

0.599) on our test data, mostly due to disagreement between BI-RADS 2 and 3 

categorization. We presented 85 images, previously labeled as BI-RADS 2, twice to 
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the same reader which resulted in a moderate intrareader agreement (κ = 0.538). 

This emphasizes the difficulty of consistent classification of breast lesions in ultra-

sound and the need for further standardization, possibly achievable by using a 

CADx system, which supports the decision-making process. Our U-Net based ar-

chitecture was able to achieve substantial (moderate) agreement with radiologist 1 

(2). We observe a better agreement between network predictions and radiologist 1 

(κ = 0.678) compared to the agreement between network predictions and radiologist 

2 (κ = 0.458). We attribute this effect to the fact that radiologist 1 labeled most of 

the data the network was trained on. Note, that the low interrater agreement be-

tween network and radiologist 2 is also mostly caused by disagreement in BI-RADS 

2/3 classifications. Misclassifications between benign (BI-RADS 2/3) and malignant 

(BI-RADS 4/5) lesions can have much more drastic consequences for affected 

false-positive diagnosed patients, who have to go through the discomfort of unnec-

essary biopsies and short-term distress13,24 and affected false-negative diagnosed 

patients, who’s survival-essential therapy might be delayed13,24. Therefore, we ad-

ditionally evaluated interrater agreement when combining BI-RADS 2 and 3 in a 

single class, which leads to a binary classification of whether a biopsy is required 

or not. For binary lesion classification our model outperformed interrater agreement 

between both human readers (κ = 0.737) by reaching almost perfect agreement (κ 

= 0.894) with radiologist 1 and substantial (κ = 0.751) with radiologist 2. Our results 

show that the use of CADx software such as our U-Net architecture could be key to 

decrease false-positive and false-negative rates and their effects, thereby maxim-

izing the potential of ultrasound breast-screening.  

In recent years, many studies have investigated the classification of lesions in ul-

trasonography with the use of machine and deep learning. Deep convolutional neu-

ral networks as well as machine learning classifiers such as LDA, SVM and decision 

trees have been successfully used to classify breast lesions into the binary catego-

ries benign and malignant17–19. Moreover, automatic binary segmentation of lesions 

in ultrasounds using U-Net based architectures has proven to be successful25,26. 

Vakanski et. al. introduced a promising U-Net based architecture enriched by atten-

tion blocks that successfully segmented lesions in breast ultrasound images (0.955 

AUC-ROC)26. Finally, an approach combining detection and classification of lesions 

according to the ACR BI-RADS catalog was carried out by Ciritsis et. al. using a 

sliding window approach20. Our approach is similar to that of Ciritsis et. al.20 regard-

ing the subdivision of the BI-RADS classes into recommendations for consequent 
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clinical procedures. However, instead of a computationally expensive sliding win-

dow approach for lesion detection our architecture segments lesions, which is less 

expensive and provides more detailed information about lesion shape. In the future, 

our model may be used to measure lesions using the accurate segmentation masks 

it provides. We introduced an end-to-end approach for detection, segmentation, 

classification and recommendation for clinical actions, thereby combining the aims 

of preceding works. Furthermore, our approach differs from most lesion classifica-

tion works in terms of acquiring ground truth, which we did not obtain pathologically, 

but by radiologists annotating data following their standard clinical procedure with-

out access to histological results of biopsies. This ensures firstly that the ultrasound 

image in question depicts the lesion and respective features of the given BI-RADS 

class, and secondly contributes to the development of a radiologist-mimicking 

dCNN.  

In the following some limitations are discussed. Radiologists had limited access to 

patient reports and history while annotating training and validation data, but test 

data was annotated completely blinded for the fair and objective comparison be-

tween radiologists and the dCNN. This does not match the real-life clinical workflow, 

where radiologists do not only base their opinion on image data of a single modality 

but include patient and family history as well as previous screenings and examina-

tions. Therefore, we can assume that the quality of lesion classification of the two 

human readers in real-life clinical settings would increase and result in higher inter-

rater and intrarater agreements. Moreover, training, validation and test data while 

acquired over several years was extracted from the PACS database of a single 

institution leading to no variety in ultrasound vendors. Pre-balancing the dataset 

according to the BI-RADS classification given in the corresponding patient reports 

led to a small test dataset of only 154 images which limits statistical robustness. 

Finally, 80% of the training data was annotated by a single radiologist who also 

participated in the annotation of test data (radiologist 1). In order to achieve an 

observer-independent standardization of BI-RADS classification, the number of an-

notators, ultrasound vendors and clinical institutions should be maximized. None-

theless, it should be underlined that our model was able to moderately generalize 

which is shown by the higher interrater agreement for two classes between dCNN 

and radiologist 2 compared with the interrater agreement of both radiologists. More-

over, this effect shows the potential of calibrating the architecture to regional differ-

ences in interpretation of the BI-RADS classes. Furthermore, the classification of 

lesions could be improved in the future by using descriptive tags radiologists use to 
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justify the given BI-RADS class and describe lesions in radiological reports. The 

tags describe shape, orientation, echo patterns, dorsal acoustic features and the 

nature of the internal structure and border of the lesion and are given in the ACR 

BI-RADS catalogue. We propose an explainable AI approach using a dCNN image 

classification algorithm to predict tags, which then can be used as in the real-life 

clinical workflow to determine the BI-RADS classification.  

In conclusion, we demonstrated that a dCNN can be successfully trained to (i) de-

tect, (ii) segment and (iii) classify lesions in conventional breast ultrasound compa-

rably to experienced radiologists and in accordance with the BI-RADS classification 

system and can therefore serve as an observer-independent guide for subsequent 

clinical procedures. We showed that the use of our dCNN can contribute to further 

standardization in the interpretation of BI-RADS classification and has the potential 

to reduce false-positive and false-negative rates, thereby avoiding unnecessary bi-

opsies and prevent vital treatment from being delayed. Moreover, our model could 

act as a learning-tool for prospective radiologists or be integrated in ultrasound ma-

chines commercialized for gynecologists who often perform ultrasound breast 

screenings but lack the experience of radiologists working in hospitals. 
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Appendix 

 

 

 

 

 

 

 

 

 

 

 

 

Appendix A: Multiclass U-Net based Architecture. The encoder structure receives an input gray-

scale image of size 256x256 as input and consists of 4 encoder blocks with the filter sizes 96, 128, 

160 and 192. Each block is built from two 2D convolutional layers with a kernel size of 3x3 and 

ReLU activation and is followed by batch normalization, max pooling for encoding and dropout with 

a dropout rate of 0.25. The bottom of the U-shaped architecture consists of the same layers and 

properties as before but is followed by a 2D up sampling layer and a slightly higher dropout rate of 

0.33. It holds the number of activation maps at 192. The decoder structure is built symmetrically to 

the encoder structure but receives two inputs: the output of its counter-encoder-part and the output 

of the preceding decoder block. This way, information of different resolutions can be maintained. 

The last decoder block is followed by a final 2D convolutional layer with a kernel size of 1x1 and a 

filter size of 4 with Softmax activation resulting in 4 output maps. 
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