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custom software engineering.
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The widespread use of Al systems can lead to unintended,
negative consequences and biases seen as unfair

Los Angeles Times

California investigating racial bias in healthcare algorithms

The Guardian

Ex-Uber driver takes legal action over ‘racist’
face-recognition software

UK driver alleges his account was illegally deactivated when Uber
software decided he was not who he said he was

Predictive Policing Software Shown to
Entrench Bias, not Address It

Extreme tech
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The Swaddle

How Facial Recognition Al Reinforces
Discrimination Against Irans People
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Al’s Islamophobia problem

GPT-3is a smart and poetic Al. It also says terrible things about Muslims.

Independent

Government 'deported 7,000 foreign students
after falsely accusing them of cheating in
English language tests’



https://www.extremetech.com/extreme/329476-predictive-policing-software-shown-to-entrench-bias-not-address-it
https://www.independent.co.uk/news/uk/politics/home-office-mistakenly-deported-thousands-foreign-students-cheating-language-tests-theresa-may-windrush-a8331906.html
https://www.theguardian.com/technology/2021/oct/05/ex-uber-driver-takes-legal-action-over-racist-face-recognition-software
https://www.latimes.com/california/story/2022-09-01/california-investigating-racial-bias-in-healthcare-algorithms
https://theswaddle.com/how-facial-recognition-ai-reinforces-discrimination-against-trans-people/
https://www.vox.com/future-perfect/22672414/ai-artificial-intelligence-gpt-3-bias-muslim

To mitigate Al-related risks (and also drive business value),
companies have started voluntary governance programs

2 Y4 N & N/ — N/ N/ N
= g | B | K
Compliance Transparency Competency Accountability Fairness ri?o(::tlrt\i:‘s
\ AN AN AN NS AN /
\ J

Unit8.

Pillars of Al governance which are relevant for
building “Trustworthy Al”



To mitigate Al-related risks (and also drive business value),

companies have started voluntary governance programs
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Pillars of Al governance which are relevant for
building “Trustworthy Al”

To better “manage” and govern Al, companies have started to ...

e build up Centres of Excellence or similar units dedicated to the management of Al systems

e develop binding standards and policies which govern the development and use of Al systems

e register, classify and monitor all Al systems in use by an organisation
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Whilst current Al governance is often still voluntary, the near
future will see increasingly mandatory legal requirements
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White Paper: White Paper: On Al - Proposal by the European S:flgfczt;:z:tu'c lan for Sept 1 2023: Revised Swiss
0 Recommendations 0 A European @ Commission to lay down 0 new rules on P Federal Data Protection
for an Al Strategy approach to harmonised rules on recormmendation L.
in Switzerland excellence and trust Artificial Intelligence . Act entering into force
algorithms
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&= Technology Policy ends will enter into force in the
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Italy: Draft for AR Norway: The Singapore MAS Veritas EcJesce; n%fl(l)ogl(i)enswetrlc enactment still unknown)
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The proposal by the European Commission foresees 4 risk
categories of Al systems based on the application

Risk category Example use cases Legal requirements for Al system owner

Government ‘Social scoring’

Unacc.eptable Live identification based on e use of system§ which fall into this category is prohibited (very
risk . . narrow exceptions apply)
biometrics
9 e CV-sorting e complex legal requirements for the use of such systems apply
High risk e Credit scoring (e.g. risk assessment, high data quality, activity logging,
e Safety components of products documentation, transparency, robustness)
e e Al Chatbots s .
Limited risk e Systems manipulating image, e transparency obligations apply to inform the user on the use of

audio or video content Al systems

(4)

Minimal risk

Spam filter

e Inventory management systems e no additional legal requirements apply

e The regulation applies to providers of Al systems put into service in the EU or Al systems whose output is used in the EU

e Non-compliance can be fined with up to 6% of global annual turnover or EUR 30m (whichever is higher)
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The main criticisms concern ambiguous terminology and
risk assessment, potentially hindering Al development

Negative public perception: The EU Al Act focuses on risks of Al and how to regulate them
rather than emphasizing the potential of Al

Scope of Al definition: Current definition in Annex | goes beyond approaches commonly
considered intelligent including “Statistical approaches, Bayesian estimation, search and
optimization methods”

Ambiguous risk categorization: Classification characteristics are ambiguous (especially
the “high risk” category) and applied differently depending on public or private sector

EU Al ACT
(AIA)

Questionable treatment of open-source GPAI: The latest compromise draft (May 13th)
specifically addresses general-purpose Al (GPAI), indicating that the mere development of
such models might be regulated - a shift from a prior application-based categorization
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Bringing it all together - How to prepare
for the upcoming challenges?
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Continue monitoring the EU Al Act Perform status quo assessment to
legislative process identify current & planned Al systems
and the implied risk categorization
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Establish a central Al governance body to Develop capabilities in-house and
monitor & quality control all Al systems build partnerships for additional
in use and mitigate identified risks external expertise
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Thank you - let’s have
a short discussion!

Zurich, Switzerland
Tessinerplatz 7
8002 Zirich
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