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"Artificial intelligence 
won’t revolutionize 
anything if hackers 
can mess with it.”

Dawn Song, UC Berkley,
in MIT Technology review 

https://www.technologyreview.com/s/613170/emtech-digital-dawn-song-adversarial-machine-learning/amp/



How Secure, Fair and 
Robust is your 

Machine Learning 
System?

AI Models make critical 
business decisions in 
split seconds, every 
second of the day

Security solutions 
for AI, machine 

learning and 
automated 
statistical 
decisions



Decision 
Boundary

• Facebook effect: posts on the 
edge of acceptable use policy 
get the highest engagement 
score, regardless of what the 
actual policy is.  

• Margin impact: Business next 
to the decision boundary is 
less competitive and brings 
higher margins

misplaced boundary



Security - Attack Types

Confidentiality Attacks

Attacker may be able to copy 
the model and to extract the 
data used to train the model.

Evasion Attacks

Attacker may discover and 
exploit existing vulnerabilities 

in the model in order to 
manipulate the decision.

Poisoning Attacks

Attacker may strategically 
influence the training of the 

model in order to manipulate 
the model decision.



Confidentiality 
Attacks

• Model Extraction 
Attacks designed to extract the 
complete decision model. Successful 
attack gives the attacker the ability to 
predict all future decisions of the model 
and to replicate all the past decisions. 

• Data Extraction 
Attacks designed to extract the data 
points used to train the models. Data 
points may reveal information about 
business partners, customers, their 
transaction history and other data.



Confidentiality Attack

Supervised model is trained 
on labeled samples 1
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Confidentiality Attack

Model is trained on labeled 
samples

Decision boundary is 
identified during the training 

and defines the model

Attacker then uses standard training 
methods then reproduce the decision 

boundary and the whole model
1
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Attacker can strategically query the 
model and obtain a dense set of his own 
training samples based on the interaction



Evasion
• Existing model faults can be 

exploited by adversaries to 
influence classification results: 
• Faults can be result of 

insufficient training set not 
covering relevant business-
adverse cases 

• Feature selection can introduce 
model dependence on proxy 
features unrelated to the 
business performance



Evasion Attack

AI is used to scale out 
and automate 

business decisions
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Evasion Attack

AI is used to scale 
out and automate 

business decisions

Models need to generalise 
and make decisions based on 

similar cases in the past, 
included in the training set

Most generalisation is good, when 
supported by dense and representative 

data in the feature space
Some generalisation is bad, due to 
combination of suboptimal features 

and missing training set data

In evasion attacks, the attacker discovers a 
region of the feature space where missing 

training data for one decision allow the 
learning algorithm to attach the region to 

the adjacent region with the opposite 
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The vulnerabilities that cause 
evasion can also cause unfairness 

and discrimination
6



Poisoning
• Attacker influences the update 

process of the model in order to 
introduce exploitable vulnerability 
• Inserted samples can be introduced 

during ordinary course of business 
by strategic business interaction 

• Model becomes biased by the 
introduction of the poisoned 
training samples. Attacker can 
cause  damage and benefit from 
biased model decisions
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Poisoning Attack

Business changes 
constantly and models 
need to follow the 

During poisoning, the 
attackers actively create 
model vulnerabilities during 
the model update.

To achieve poisoning, the attacker 
must influence the training data set 
by inserting a set of (mis)labeled 

In practice, this is not too hard. 
Training data is most often collected 
from the actual business.

Perfect loan payments on small 
loans in specific zipcode/

New model then reflects the biased 
samples inserted by the attacker and is 
open for exploitation by the attacker.1

2

3 4

5

7

Reputation building on small 
transactions in e-commerce6



Artificial Intelligence is like an 
army of 5-year old kids. 

(paraphrased from Alex Stamos)



Deep Networks and Details
• Deep learning methods exhibit strong 

preference for detail at the expense of 
high-level concept extraction

Geirhos et al.: ImageNet-trained CNNs are biased towards texture; increasing shape bias improves accuracy and robustness, ICLR 2019



Deep Networks and Details

Lapuschkin et al. “Unmasking Clever Hans Predictors and Assessing What Machines Really Learn”, Nature Communications, 2019.



The curse of dimensionality

• With increasing dimension, 
properties of the space 
change dramatically: 

• Eucleidian distance no 
longer has much meaning 

• We are always just a tiny 
step away from a mistake - 
in some dimension(s)

Shamir et al., 2019 A Simple Explanation for the Existence of Adversarial Examples with Small Hamming Distance - attack specific for RELU-based NN



Amazon HR system

• Text analysis: Huge number of features available to the system. 
• Problem: System refuses to hire women candidates (based on the past decisions). 
• Fix 1: Explicit sex/gender field removed. 
• Fix 2: The system then started using his/hers salutations - clean-up. 
• Fix 3: Sports, schools and other hard-to-remove features surfaced…  
• Project canceled.



AI 
Disrupts 
Finance

• Immediate decisions, anytime 
• Better decisions & pricing drive 

competition 
• New markets 

• Immediate convenience



Fraud Detection for Instant Credit

85% alert volume reduction for fraud team 

50% of fraud incidents auto-prevented before approval 

15% of previously “non-fraud defaults” identified as fraud 

+ Better robustness against new attacks 

+ Improved risk scoring thanks to cleaner data







Bulletproof AI - Full Solution

Active Monitoring

Find Unknown
Vulnerabilities

Passive Monitoring

Discover 3rd
party attacks

Monitor known
vulnerabilities 

Protected
System

Large-Scale
Active Probing 

Restricts
Attacker’s probing

Informs about
vulnerabilities

Log Analysis

Bulletproof AI - System Architecture

Results

Input Checking

Ensure Input
Authenticity

 Input Queries

Provides
Behavioral Models

PSD2 API check
PDF forgery check
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