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Abstract—Voice conversion covers several topics and there are many approaches available to partially solve the problem. This survey explains the required fundamentals, presents different methods to solve this task and contains more material about similar problems. It focuses on end-to-end deep learning methods.

The objective of this work is to give an overview over the state-of-the-art of voice conversion methods that are based on deep learning.
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I. INTRODUCTION

Voice conversion describes the problem of changing a speaker’s voice in a given audio sample to another voice, leaving the content unchanged. A perfect system would be able to take an audio input and a target voice input and do the voice conversion in real-time. The generated audio should sound natural and the content should not be changed. This survey explains different models and methods that can help solve this problem. It focuses on methods that are based on neural networks.

Neural networks already proved their potential for computer vision [1] [2] [3], but already many audio tasks also exist for which neural networks are more effective than any other previously used method [4]. Especially, they work great for speech recognition tasks [5]. The created models are often much simpler than previous approaches and contain far fewer handcrafted features.

In many tasks, neural networks have the advantage that much less pre-processing is required and therefore the models are often more general. On the other side, the training requires much labelled data. Sometimes it is very expensive to get these labelled records. One approach to face this problem is to use active learning [6]: The system gives feedback about what type of labelled record is required for an optimal training. This idea works sometimes very well (e.g. for captcha images [7]), but this may depend on the specific training task.

A task with just a few records is, e.g., a speech recognition system for rare languages. It is hard to get new data records for these languages, because often there are not many speakers available who can create huge amounts of new records in the required quality. Fortunately, it is often a much simpler problem to create a speech synthesis that produces well-understandable audio for a given text in a given language. The audio then does not sound extremely natural, but at least it is well understandable. An idea is now to use this simple speech synthesis system to produce endless amounts of training data. A drawback is that the speech recognition system then just learns to recognize the synthesized speech of the second system. Because of this, one could train a neural network that performs a voice conversion: The used voice of an audio stream is changed to another given voice. This neural network could then be used as pre-processing for the speech recognition system for rare languages. It standardizes the input voice and therefore the speech recognition system just has to learn one single voice. Therefore, the generated speech and the real dataset may be both used as training data, because the input for the speech recognition system is always converted to the same voice.

A well-working voice conversion system also has other use cases like voice restoration, speech-to-speech translation and security-related applications [8]. It is also assumed that not only the resulting system is helpful, but also the developed technologies and models could be used for similar problems.

The idea of voice conversion can also be generalized to the idea of audio style transfer. This is an adaptation of image style transfer [9]. The idea behind it is to take the style of some audio and transfer it to another piece of audio. An example would be to convert the voice of a speaker to another speaker’s voice or to change the used instrument in a piece of audio. The idea behind (audio) style transfer is very general.

If a voice conversion system is given that produces good and natural sounding outputs, it should also be possible to use the synthesizer for a text-to-speech (TTS) model. There are already many use cases for this subsystem, e.g. using TTS for devices of blind people or to generate spoken text in computer games in real-time.

In this paper, we give an overview over the state-of-the-art of voice conversion with deep learning. We focus on the general methods and on methods based on audio style transfer. This paper contains surveys for all required main topics. Speech synthesis is an essential part of voice conversion; therefore, some papers and methods are introduced in Section III. Section IV covers several methods to do the voice conversion itself. Section V and Section VI focus on the methods based on audio style transfer that may be used for the voice conversion task. Finally Section VIII presents the conclusions.

II. FUNDAMENTALS

Many of the explained approaches are based on convolutional neural networks (CNNs) [10], because audio data fits this type of network quite well [11]. This section explains the
basic data types and formats that are required for audio data processing. Unlike in computer vision, it is not always that simple to create good visualizations of audio data (e.g., it is very hard to "read" the spoken audio content or to identify the used voice). To make this section simple, it is assumed that the audio data has only one audio stream.

A single audio stream is just a one-dimensional list of floating point numbers where the time delta between all numbers is fixed/known. The $x$ axis usually describes the time and the $y$ axis the sound pressure in the SI unit "pascal". This form of the audio data is raw data. The only parameter of the raw data is the sample rate. This rate defines the samples/values per second. Often, this data is processed to get another representation of the audio data that is easier to use for further processing. The result is at most times some kind of spectrogram. This spectrogram can be created with a Fourier transform, a constant-Q transform or any other suitable transform. The idea behind these transforms is very similar, therefore, and because most people use the Fourier transform, only the Fourier transform spectrogram is explained in more detail.

The Fourier transform decomposes a signal over the time into the frequencies that make it up. Because of the form of our data, we use the discrete-time Fourier transform (DTFT).

The DTFT expects a periodic signal, but audio signals are usually not periodic; therefore, a small window is used to calculate the DTFT. To calculate the DTFT we assume the wave in this window is always repeated. Then this window is moved by a given step size, which is usually smaller than the window size, and the DTFT is calculated again. The result is a list of frequency intensities for each window. This so-called spectrogram has about $T/\text{size}_{\text{step}}$ entries and each entry has an intensity value (amplitude) for each frequency. The phase is no longer used, because for many tasks it is not that important.

The frequency axis (used unit: "hertz") of the spectrogram is often converted to the mel scale. The mel scale has the advantage of an equal distance for pitches. The scale is based on data that was produced by listeners who had to judge the distance from one pitch to another [12]. A popular formula to convert $f$ hertz into $m$ mels is given by the following expression [13]:

$$m = 2595 \log_{10} \left(1 + \frac{f}{700}\right)$$

It is important to see that this formula cannot be inverted without additional errors if discrete values are used. In general, it is doable, but the quality decreases.

To reconstruct audio from a spectrogram, the phase has to be recovered [14]. The spectrogram contains implicitly some phase information if the windows used for the Fourier transform overlap. This information allows one to recover the phase to some degree. Some neural networks that produce audio prefer spectrogram outputs and therefore it is important to convert a spectrogram back to audio.
A. WaveNet: A Generative Model for Raw Audio

WaveNet [4] is a deep neural network architecture proposed by van den Oord et al. that generates raw audio output. The authors show that, as per ratings by humans concerning naturalness, the text-to-speech tasks outperform currently existing parametric solutions. WaveNet may also be used to generate music. The generated fragments are often realistic and novel. The used architecture directly produces audio waveform and therefore does not require any post-processing.

WaveNet is based on the idea of PixelCNN [20] and is adapted to audio data. The network uses dilated causal convolutions to deal with temporal dependencies. These convolutions are preferred over recurrent neural networks (RNNs) [21] because they are faster and easier to train. Stacked dilated causal convolutions allow the network to have a very large receptive field, which is highly required for audio data. Figure (1) visualizes a stacked dilated causal convolution.

The network generates in every timestamp the next value for the raw output. This value then may be used as the next input for the network. The output is trained with a sample rate of 16 kHz and 256 different possible discrete values for each sample. The discretization allows it to use “softmax” and solve this problem as a classification problem.

Dilated causal convolutions have a dilation factor that defines which elements should be processed from the previous layer. If the factor is 2, then every second element is processed, if it is 8, every 8th element is processed. A dilated causal convolution also has a window length, like the classical convolutions. This type of convolution allows an exponential receptive field width according to the count of the dilated convolution layers.

Additional inputs may be used to produce audio with specific characteristics, e.g., to generate audio with a specific voice, an input with the speaker identity may be added.

WaveNet allows the generation of raw audio that sounds very natural. The flexibility of the network allows using it for several audio-generating tasks, not only for speech generation. A drawback of the network is that it requires much time to generate raw audio (about 90 min for 1 s of audio). This makes it currently not useable for real-time tasks like real-time voice conversion. Even for many offline calculation use cases, it may be not fast (and energy efficient) enough. Nevertheless, WaveNet highly improved the state-of-the-art of generated audio.

B. SampleRNN: An Unconditional End-to-End Neural Audio Generation Model

SampleRNN [16] is a network architecture for raw audio generation based on RNNs. The hierarchical and stateful architecture allows handling long-time dependencies. The naturalness of the network is very good according to humans and it is also very fast (especially compared to WaveNet [4]).

RNNs are used in a hierarchical architecture. The reason for this is that audio correlates in different time scales, not only to the neighboring samples, but also to samples that are few thousand steps away. Every such time scale is handled by a so-called module. The lowest module directly works with samples and higher modules with more abstract versions of the audio data. Such a module hierarchy is shown in Figure (2). The complete hierarchy may be trained end-to-end with backpropagation.

To implement the idea, several tricks are required, e.g., to discretize the network output. Only 256 discrete output values are used. This allows the use of “softmax” to view the task as a classification problem. For tasks that have longer time dependencies, it is sometimes very hard to train RNNs. For audio data, this is also the case and to avoid this problem, truncated backpropagation through time [22] is used. Only short snippets of the original sequence are fed into the network and used for the training.

The audio quality is not as high as the WaveNet output, but SampleRNN requires much less time for the generation of the audio. Another advantage compared to WaveNet is that the researchers published their code. This makes it much easier to reimplement the architecture for third persons.

This network is a good candidate for audio generation. The quality is quite good and it does not require very much processing time. For example, Char2Wav [19] uses this raw audio generator network to produce audio from text.

C. Deep Voice: Real-Time Neural Text-to-Speech

Deep Voice [18] is a real-time text-to-speech synthesizer model that is completely based on neural networks. The synthesizer is based on a smaller version of the WaveNet [4] model. Deep Voice is inspired by traditional text-to-speech architectures and adopts the different steps. Each of these steps is replaced by a neural network.
Traditional text-to-speech systems contain five components (grapheme-to-phoneme, segmentation, phoneme duration, fundamental frequency, audio synthesis). The main idea is to use a neural network for each of these components.

Every single component is trained and the final combined network may be used for the text-to-speech synthesis. All these components are shown in Figure (3).

The grapheme-to-phoneme network is based on a bidirectional RNN that uses GRU [23] cells and builds an encoder-decoder architecture. The segmentation model uses an RNN to detect the alignment between utterances. Also, the fundamental frequency network uses RNNs in combination with fully connected layers to predict the $F_0$-frequency. The audio synthesis model is a variant of WaveNet [4] with the difference that the first layers are bidirectional RNN, because according to the authors this performs better.

The different networks are trained independently of one another; therefore, it is not trivial to change the system for an end-to-end training.

The network architecture is more complex than SampleRNN, but as mentioned by the authors, it requires 4-5 times less computational resources.

The described architecture and the training are not very simple, but the network works well. The architecture and the required details are well described in the paper.

**D. TTS Synthesis with Bidirectional LSTM based Recurrent Neural Networks**

The described text-to-speech model [24] that produces vocoder features is based on a deep recurrent neural network (RNN) with LSTM [25] cells. The model requires pre-processing to do feature extraction and produces vocoder features (compared to raw waveforms [4] [16]).

The idea is to use a bidirectional LSTM network to handle time dependencies. To make the training easier, the data is pre-processed and post-processed. This allows creating a simple network architecture and training the network’s output features directly with a given ground truth.

The architecture works well with standard backpropagation through time (BPTT) and does not require additional tricks like truncated backpropagation through time. On the other side, there are handcrafted features in the text analysis, the input feature extraction and in the vocoder. The used neural network has a clean and simple design, because it only uses stacked bidirectional LSTM-layers.

The paper focuses on the transformation of the input features to the features for the vocoder. It is then compared to an HMM-based model. The system works well, but it contains many handcrafted features and has also a not very flexible structure that is given by the pre- and post-processing.

It is probably not the preferred solution for audio generation. Models that use more neural networks and fewer fixed features should be used instead, because they are more flexible for different tasks and therefore can be reused much better.

**E. Char2Wav: End-to-End Speech Synthesis**

Char2Wav [19] describes a two-stage neural network architecture that has a text input and outputs waveforms. The network is based on an RNN and uses SampleRNN [16]. With traditional speech synthesis systems, expert linguistic knowledge is required to define the linguistic features. This approach does not require them because they are trained by the system.

The two-stage network contains a reader component and a vocoder component. The reader uses an RNN with attention mechanism [27] to produce vocoder features. These features are then processed by the neural vocoder that is based on SampleRNN [16]. The network architecture is visualized in Figure (4).

The reader and the neural vocoder are pre-trained in a first step. WORLD vocoder features [28] are used as target for this step. Finally, the complete network is trained end-to-end. The neural vocoder is mainly based on SampleRNN [16], which is also a non-trivial network.
TABLE I: A comparison of all speech synthesis models.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Method</th>
<th>Availability (code)</th>
<th>End-to-End</th>
<th>Training Time</th>
<th>Real-Time</th>
<th>Elegant</th>
</tr>
</thead>
<tbody>
<tr>
<td>SampleRNN: An Unconditional End-to-End Neural Audio Generation Model [16]</td>
<td>Hierarchical RNNs</td>
<td>yes</td>
<td>yes</td>
<td>1 day</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Deep Voice: Real-Time Neural Text-to-Speech [18]</td>
<td>Uses for each classical TTS component a neural network</td>
<td>no</td>
<td>no</td>
<td>unknown</td>
<td>yes</td>
<td>complex</td>
</tr>
<tr>
<td>TTS Synthesis with Bidirectional LSTM based Recurrent Neural Networks [24]</td>
<td>Stacked bidirectional LSTM-cells: Input and output are abstract features</td>
<td>no</td>
<td>yes (given the abstract features)</td>
<td>unknown</td>
<td>yes</td>
<td>no (many handcrafted features)</td>
</tr>
<tr>
<td>Char2Wav: End-to-End Speech Synthesis [19]</td>
<td>Train vocoder features; based on SampleRNN</td>
<td>Alpha version</td>
<td>Pre-training, then end-to-end</td>
<td>unknown</td>
<td>yes</td>
<td>yes (except for the pre-training)</td>
</tr>
<tr>
<td>Tacotron: Towards End-to-End Speech Synthesis [26]</td>
<td>Encoder-decoder networks that produce a spectrogram</td>
<td>yes (third-party)</td>
<td>yes</td>
<td>multiple days</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

There is some code available on GitHub, but unfortunately it does not run and it is not documented. As described in the “issues” the used hyperparameters are not yet available. The authors of the paper already created a voice conversion software [29], but the used technology is not published. Probably, it is based on Char2Wav, but this is not known. Therefore, a modification of this network should also work for the voice conversion task.

As the authors have written on GitHub, they have submitted a more detailed paper, but it is not yet published. Probably one should wait for this paper before the system is used/implemented, because currently some relevant details are missing (e.g. hyperparameters).

F. Tacotron: Towards End-to-End Speech Synthesis

Tacotron [26] is a neural network architecture for the text-to-speech task that can be trained end-to-end. Unlike Char2Wav [19] it does not require that the encoder and the decoder are pre-trained before the end-to-end training is done. The network requires only text/audio-pairs for the training.

The input for the network is a character embedding. The encoder network creates a stable sequential representation of the content. This representation is then transformed in the decoder network to an 80-band mel scale spectrogram. This spectrogram is finally converted to a waveform with the Griffin-Lim reconstruction algorithm [30] with 50 iterations.

The complete model, including the Griffin-Lim reconstruction algorithm (it has no trainable weights), is implemented as a single graph. It then can be trained end-to-end. The authors used TensorFlow [31] to implement this model.

As experiments show, the synthesis works quite well. Compared to Char2Wav [19], the training of the Tacotron network is much easier, because it does not use vocoders and can be trained end-to-end in one step.

G. Comparison

All described papers about speech synthesis are compared in Table (I) to give an overview over the described methods. IV. VOICE CONVERSION

Voice conversion may be seen as an extension of the speech synthesis problem, but it is generally more difficult to solve the voice conversion problem. The objective is to create a function \( f_{a \rightarrow b}(x_a) = x_b \) that converts an audio sample \( x_a \) that is spoken with the voice \( a \) to an audio sample \( x_b \) that is spoken with the voice \( b \). The content of the audio sample must not change. The easiest version of the problem is if the source voice and target voice are fixed and just one single conversion is possible. The most general version would be if the audio input could be spoken by any voice and it would be possible on-the-fly to define the target voice (e.g. by an audio sample). A big problem for the general case may be that the voice extraction and the training have to be done with only a little bit of data. The problem becomes much easier if the source and target voice are fixed and there are many data records for both voices. In the best case, the data records are evenly paired: For both speakers/voices there are audio samples with the same content and with the specific speaker voice.

In the past years many approaches based on vector quantization (VQ) [32] [33], hidden Markov models (HMMs) [34] [35] and Gaussian mixture models (GMMs) [36] [37] were used for these tasks. Currently, there are more and more neural network based approaches available. Some of them use deep belief networks (DBN) [38] and Boltzmann machines [39]. None of the currently available systems are able to generate extremely natural and correct sounding samples, but the current state-of-the-art is already performing quite well [40]. In this work, we focus on the neural network-based approaches.

For speech synthesis (see Section III), there is the problem that it is hard to automatically evaluate the results. Because voice conversion is generally an even harder task, the same problem presents itself, especially because no good measure exists for the naturalness of speech. The voice conversion challenge 2016 (VCC2016) [40] uses humans for the evaluation. They have to choose between five values: from 1 for completely unnatural to 5 for completely natural. Of course, this measure is not well-defined mathematically and does not
A. Phone-Aware LSTM-RNN for Voice Conversion

Lai et al. [44] describe a voice conversion model based on an LSTM-RNN. They not only use a mel-cepstral as input, but also monophone features that are generated by a speech recognition system.

It is important for the training to have aligned data for the source and target speaker. This is not always given and therefore a dynamic time warping (DTW) algorithm is introduced in the paper. The neural network itself is relatively simple: The inputs are the log($F_0$) frequency, the mel-cepstral and the monophone features. Just a basic LSTM-architecture is used.

To convert the generated output of the network, combined with the log($F_0$), back to audio, the STRAIGHT [45] method is used. In general, there is much pre- and post-processing required.

The network produces good results, as shown in the VCC2016 [40]; so it is a good candidate for an implementation. The network is tested with the VCC2016 data; therefore, all results should be reproducible for anyone. On the other side, the network may not be trained end-to-end, because of the pre- and post-processing. A speech recognition system is also required, which sometimes may be a problematic point.

B. Voice Conversion using Deep Bidirectional Long Short-Term Memory based Recurrent Neural Networks

Speech is highly correlated over time. This requires a model that is able to handle this. Sun et al. [42] use for this reason a deep bidirectional long short-term memory-based recurrent neural network (DBLSTM-RNN). A simple architecture with pre-processed audio features as input is used.

The source audio is pre-processed. Features like the $F_0$-frequency and the aperiodicity are extracted and not processed by the neural network. The neural network gets only the mel-cepstrum as input. Several bidirectional LSTM layers are used to process this input and to produce a new mel-cepstrum for the output. This output is then combined with the other extracted features of the input to create the final converted speech.

The STRAIGHT [45] method is used to extract parameters like the $F_0$-frequency. The neural network itself is trained with standard BPTT. The synthesis at the end is also done with the STRAIGHT method. This includes a smoothening of the parameters to create a better output.

The network has a clean and simple structure and is therefore an easy-to-use solution. Unfortunately, much pre-processing and post-processing is required. In general, the architecture of the network is similar to [24]. The network is a good example that it is possible to use the mel-cepstrum to analyse and generate speech.

C. Multi-Output RNN-LSTM for Multiple Speaker Speech Synthesis and Adaptation

Pascual et al. [46] propose a multi-layer neural network that may be used for speech synthesis and for voice conversion. The architecture uses an output branch for each available speaker.

The core network may be trained with some speakers and can then be frozen and reused for other speakers. This highly improves the training time for new speakers.

Standard backpropagation may be used to train the complete model. There are good comparisons available about the model quality, whether it is trained with only one output speaker or multiple output speakers. The authors found out that the quality improves if the network is trained with multiple outputs.

The network input contains a set of phonetic features and the output is also a set of features. The output features include 40 mel-cepstral coefficients, maximum voiced frequency, the log($F_0$) value and a voiced/unvoiced flag. A vocoder [49] is used to convert these features to a waveform.

An advantage is that the architecture is simple. On the other side, a disadvantage is that the network does not output a waveform but a set of features. There are no detailed benchmarks about the quality available, which makes it hard to get a feeling for the effective network quality.

D. Voice Conversion using Convolutional Neural Networks

Mobine et al. [48] try to solve the voice conversion task by not only transforming the pitch, but also the timbre. A CNN is used for this task. The background is that, e.g., a human can differentiate between a piano and a trumpet that play the same pitch because they have a different timbre.

The main idea is to create a relationship like $f(d) - f(c) \sim f(b) - f(a)$. Given $a$, $b$, $c$ it should be possible to predict $d$. To learn this $f(x)$ operator, a CNN is used. A GAN-like [50] network is used to produce an output that should sound like a real voice.

The input and the output for the network are pre-processed with the constant-Q wavelet transform (CQT). This transform makes it easier to process the data. Unfortunately, the paper does not go into details about the network architecture.
### Table II: A comparison of all voice conversion models.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Method</th>
<th>Availability (code)</th>
<th>End-to-End</th>
<th>Input Data Type</th>
<th>Output Data Type</th>
<th>Elegant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phone-Aware LSTM-RNN for Voice Conversion [44]</td>
<td>A LSTM-RNN is used with different input features (mel-cepstral, ( \log(F_0) ), monophones) and produces a mel-cepstral</td>
<td>no</td>
<td>no</td>
<td>mel-cepstral, ( \log(F_0) ), monophone features generated by a speech recognition system</td>
<td>mel-cepstral</td>
<td>The neural network is simple, but much pre- and post-processing is required</td>
</tr>
<tr>
<td>Voice Conversion using Deep Bidirectional Long Short-Term Memory based Recurrent Neural Networks [42]</td>
<td>Using a BD-LSTM that takes a mel-cepstral as input and produces a mel-cepstral; the cepstral is combined with several handcrafted features to produce audio</td>
<td>no</td>
<td>no</td>
<td>mel-cepstral</td>
<td>mel-cepstral</td>
<td>The neural network is quite elegant, but there are many handcrafted features involved</td>
</tr>
<tr>
<td>Multi-Output RNN-LSTM for Multiple Speaker Speech Synthesis and Adaptation [46]</td>
<td>Using a core model that has multiple output branches: one for each speaker</td>
<td>no</td>
<td>no</td>
<td>Several features extracted by [47]</td>
<td>mel-cepstral, ( \log(F_0) ), etc.</td>
<td>yes</td>
</tr>
<tr>
<td>Voice Conversion Using Convolutional Neural Networks [48]</td>
<td>Using a GAN to produce audio</td>
<td>yes (alpha)</td>
<td>yes</td>
<td>CQT spectrogram</td>
<td>CQT spectrogram</td>
<td>yes</td>
</tr>
</tbody>
</table>

The used dataset is very small and there are no detailed tests available. The authors do not write much about how the network is implemented, but there is some code available. It does not seem that there is any progress. Nevertheless, the idea to use a discriminator network to refine the produced output is good. In general, it could be a good idea to use a GAN-architecture. The method is not described in much detail and therefore it is probably hard to use it for real tasks.

### E. A Survey on the Evolution of Various Voice Conversion Techniques

Sathiarekha et al. [51] explain and compare voice conversion models that are based on vector quantization (VQ) [32] [33], HMMs [34], GMMs and neural networks [36] [37]. Only a few approaches of each method are compared, but the paper gives a good overview over the methods and the state-of-the-art. It also explains the history of voice conversion.

Neural networks that are based on deep belief networks (DBN) and Boltzmann machines are presented and briefly explained. A final table shows the advantages and disadvantages of the different voice conversion methods. Not specific models are compared, but classes like HMM-based models and neural network based models. Neural networks have the advantage that they can be used to fully do the learning and synthesis process. They are also able to produce good signals, even in noisy environments. A disadvantage is that the synthesis accuracy is only high on deeper architectures and therefore more complex architectures are required.

The paper gives some information about the different ways to implement voice conversion (GMMs, HMMs, etc.). None of these ways is based on audio style transfer, but on more specific models. Sathiarekha et al. [51] write that it is a disadvantage that solutions based on neural networks require complex architectures. We think there is still the advantage that often almost no handcrafted features are required and this is a good trade-off, because the neural network itself is often general and may be used for similar tasks. This is often not true for other models (HMMs, GMMs, etc.).

### F. Comparison

All described papers about voice conversion are compared in Table (II) to give an overview over the different methods. These methods do not use audio style transfer, but solve the more specific problem of voice conversion directly. These algorithms do solve the complete problem, but many of them use handcrafted features and the results still have potential for improvements. Still, new ideas are required to solve this problem with neural networks.

### V. Audio Classification for Voice Conversion Using Audio Style Transfer

Audio classification describes the task where a given audio sample has to be classified. Classes may be, e.g., different audio genres [52] or speakers [11]. In general, the audio input size is fixed, but it would also be possible to create a system with dynamic input sizes.

There exist approaches based on HMMs [53] [54] [55] and neural networks [52] [11]. As shown, the solutions based on neural networks use simple models and are already very accurate. In this work, we focus on the neural network-based solutions.

There are several possible input data types for classification networks: Raw audio, a spectrogram as 1D image, where each frequency is an input feature, or a spectrogram as 2D image (frequencies \( \times \) time). Raw data has the advantage that no preprocessing is required, on the other side, spectrograms also produce very accurate results. All these data types may be used for CNNs, which are powerful for hierarchical feature recognition.
A. End-to-End Learning for Music Audio

Dieleman et al. [52] use a CNN to classify music. They also test if raw input works as well as a spectrogram input.

CNNs are used for image classification tasks and work well there. For this reason, the authors use also a CNN for the audio classification task. The used CNN is only 1D (compared to images where usually 2D CNNs are used). The authors try to avoid handcrafted features and compare a CNN with raw input to a CNN with a spectrogram as input. A third test is done with an extended network with raw input. The authors are able to show that raw input works as well as a spectrogram input.

The used CNN has a simple and standard architecture. The strided convolution for the raw input uses parameters that are similar to a Fourier transform (window length=200, stride=200).

The paper shows that CNNs are able to perform audio classification. It is also impressive that also raw audio input works as well as a spectrogram input. This means the neural network is able to train the otherwise required pre-processing.

For the style transfer as described in [9] it is important to have a CNN that is able to extract good features. In general, it is also preferred if the data has not to be pre-processed and the network is able to learn this step.

B. Convolutional Neural Networks-based continuous Speech Recognition using Raw Speech Signal

Palaz et al. [5] present a neural network that uses raw input and does classification. They also show that the learned filters in the initial convolutional layers may be reused for other audio classification networks.

A small CNN is used to do the audio classification. The initial convolution is used to extract frequency features. These features are then processed in two dense layers. It can be shown that the first convolution learns filters for specific frequencies. This is similar to a Fourier transform.

This paper shows that the filters on the raw input learn something like a Fourier transform and that the filters of this layer are very general and may be reused. It is important to see that a neural network is able to learn how to deal with raw audio input.

Especially the information that the first layer learns something general may be used for transfer learning and therefore provide shorter learning times for new (audio) networks. The classification with the proposed architecture works very well.

C. Speaker Identification and Clustering using Convolutional Neural Networks

Lukic et al. [11] describe a network architecture that may be used for audio/speaker classification. They also use a network embedding to do clustering. The network uses a spectrogram as input and outputs a distribution for the classification.

The described architecture is simple and shows that a 2D CNN is able to learn useful features to identify speakers (or more specific: to do audio classification) and to do speaker clustering. The idea to interpret and process audio as a 2D-image may be helpful, especially for audio style transfer tasks.

D. Comparison

The described papers about audio classification are compared in Table (III) to give an overview of the different methods. All three described architectures are simple and work well. For the audio style transfer only CNN based solutions are required, if any classification network must be used to solve the style transfer task. Such pre-trained networks are only required for some style transfer approaches, but not for all (see Section VI).

<table>
<thead>
<tr>
<th>Paper</th>
<th>Method</th>
<th>Availability (code)</th>
<th>End-to-End</th>
<th>Input Data Format</th>
<th>Training Time</th>
<th>Elegant</th>
</tr>
</thead>
<tbody>
<tr>
<td>End-to-End Learning for Music Audio [52]</td>
<td>Using a CNN to classify audio</td>
<td>no</td>
<td>yes</td>
<td>Raw data or spectrogram (1D: F features, or 2D: F × T)</td>
<td>unknown</td>
<td>yes</td>
</tr>
<tr>
<td>Convolutional Neural Network-based continuous Speech Recognition using Raw Speech Signal [5]</td>
<td>Using a CNN to classify audio</td>
<td>no</td>
<td>yes</td>
<td>Raw data</td>
<td>unknown</td>
<td>yes</td>
</tr>
<tr>
<td>Speaker Identification and Clustering using Convolutional Neural Networks [11]</td>
<td>Using a CNN to train a classification process and then use an embedding for clustering</td>
<td>no</td>
<td>yes</td>
<td>Spectrogram (2D: F × T)</td>
<td>9 h</td>
<td>yes</td>
</tr>
</tbody>
</table>
VI. STYLE TRANSFER METHODS TO DO VOICE CONVERSION USING AUDIO STYLE TRANSFER

Style transfer describes the idea of taking the style of one input and transferring it to another input to create a new output. This may be very general and is not limited to one specific data type (e.g. images [9] [57], text [58], ...). Style transfer could be done with many models, but we focus on neural networks, because they currently offer the most powerful and general models to do style transfer.

Style transfer is still a general expression. There are still different types of style transfers for a single data type, e.g. images: Some models transfer the drawing style [9] and some can also transfer the style of a product on an image to another product type on an image [57] (e.g. create an image of a shoe that has the same style as a bag on a given input image). It may be task-dependent what exactly the style transfer is.

The required training data may be very different for some approaches. Some just require a pre-trained good CNN-based feature extraction network [9], others two unpaired sets of images for a source domain and the target domain [59] [57] and others require two sets of paired images for the given domains [60]. Sometimes for applications it may be hard to get a large dataset of paired data records, so the required training data may be critical for custom tasks.

All described style transfer networks are trained on images. In general, it is possible to use the architecture for any data type, but of course it may be more difficult to train the style transfer for other data types.

Style transfer could be used for spoken audio where the style should be the used voice. As described in Section II there are different audio encodings available. For example, raw data may be used as input. For the CNN-based approach, a 1D-CNN may be used. Another approach is to use a spectrogram as input and output. It is possible to do 1D-convolutions (over the time) or also to interpret the spectrogram as a 2D image and use this as data type, then 2D-convolutions are used. Especially the image-based approaches may be preferred for the given network architecture, because they already work well for images. One difference may be that the style is encoded in another way. It is hoped that the end-to-end trained neural networks are capable of generalizing for this task.

A voice conversion model could be created with a style transfer like the one described by Gatys et al. [9] combined with the classification network of Lukic et al. [11]. Some tests we have done show that this combination does not produce good results. It seems that audio classification networks do not use the same features to detect a voice/speaker as the human ear does. This explains why it did not work. Other possibilities would be to use another style transfer architecture (like [57] or [60]) or another classification or feature extraction network.

A. A Neural Algorithm of Artistic Style

The proposed neural style transfer by Gatys et al. [9] allows copying the style of an image and reusing it on another image. For example, the style could be extracted from an art painting and can be adapted to another picture. This picture will then look like if it was drawn by the artist of the original painting.

CNNs and neural networks generally allow reconstructing the input from a given representation at some layer. Deeper layers normally contain less information about specific inputs/pixels, which is the reason why lower layers produce finer reconstructions; this is especially true for CNNs. This information is all about the content. For the style transfer itself, a style loss is required. Style information can be extracted from every convolutional layer with the help of the Gram matrix [61].

To do a style transfer, the style features of the original painting/image are extracted at several convolutional layers and the content features of the new image are extracted at one fixed convolutional layer. A new image that only contains white noise is used as network input and the sum of the differences between the new content features and the original content features and the new style features and the original style features is minimized. To minimize this sum, the input is changed. This is done by an iterative algorithm.

The main novelty is in the use of the Gram matrix. For a convolutional layer, a matrix $M$ can be created, where each column is a feature of a specific convolutional layer and each row a position of such a feature (therefore, the 2D map of each feature is unrolled to a long vector). The Gram matrix then is $M^T M$. It contains the correlations between different filters/features and, in the diagonal values, the absolute occurrences of a specific feature. An important note is that the style loss is taken as a sum over several layers and not only one layer (unlike the content loss).

To use this algorithm, a trained CNN must be given. For image data VGG-16 [2] works fine. As shown, simple architectures like VGG-16 work much better than complex architectures like GoogLeNet [62].

This idea of a style transfer could be used for audio. The input could be an image (e.g. a spectrogram) or also raw data. In both cases, a CNN has to be used. It could be trained for classification (like VGG-16 [2]) and be used for the style transfer. A big advantage of the proposed architecture is that since it does not require any training for the style transfer, only a classification network has to be trained (this is usually much easier). Unfortunately, currently no big pre-trained audio classification network (like VGG-16 for images) is available. Another disadvantage is that the iterative algorithm is slow, even on high-end GPUs.

B. Perceptual Losses for Real-Time Style Transfer and Super-Resolution

Neural style transfer [9] is slow. This is because the proposed algorithm is iterative. The proposed technique by Johnson et al. [63] uses an architecture that is based on a single feed-forward network and therefore works much faster. The proposed architecture may also be used for the image super-resolution task.

An image transformation network is trained to do the style transfer. There are several possible architectures for this
transformation network. The style loss in combination with the content loss, as described in [9], is used as loss function for this image transformation network. The loss function is therefore another neural network that is fixed during the training. The training is then done for one specific style. In Figure (5), the coarse architecture and especially the loss function are visualized.

The image transformation network is a residual network, but other architectures are possible. Convolutions and transposed convolutions are used to downsample and upsample the image representation. As described in [9], the loss network already has to be available and it must be pre-trained. A good choice for images is the VGG-16 [2] network.

This architecture is important and useful if the style transfer of Gatys et al. [9] is implemented for real-time applications, because otherwise the style transfer is slow. Like [9], the architecture could also be used for audio data.

C. Learning to Discover Cross-Domain Relations with Generative Adversarial Networks

The proposed network architecture by Kim et al. [57] is designed to identify relations between different domains, e.g., handbags and shoes. It is the able to transform a shoe into a related handbag. The architecture does not even require labels for the training of the relations, but only image datasets of different domains. The architecture is based on generative adversarial networks (GANs) [50].

A function/generator $G_{AB}$ exists to map an object from the domain $A$ to the domain $B$. There is also a function/generator $G_{BA}$ that maps an object from the domain $B$ to the domain $A$. There are two discriminator networks: $D_A$ for the domain $A$ and $D_B$ for the domain $B$.

A GAN [50] architecture is used to build the network. A difference is that the generators ($G_{AB}$ and $G_{BA}$) do not use noise as input, but an image/object from another domain. These generators are therefore some kind of transformation networks.

Given the mapping functions, the objectives of the network are:
- $G_{BA}(G_{AB}(x_a)) = x_a, x_a \in A$
- $G_{AB}(G_{BA}(x_b)) = x_b, x_b \in B$
- Train the discriminator $D_A$
- Train the discriminator $D_B$

The objectives are visualized in Figure (6).

This architecture could be used for audio data. Examples show that the architecture is powerful and able to detect complex relations between domains. If audio is used, the input could be raw data or also a spectrogram. Different domains then relate to different speakers/voices.

D. Image-to-Image Translation with Conditional Adversarial Networks

Isola et al. [60] describe a method to do image-to-image translation. They use a GAN [50] to implement a network that is able to translate images from one domain to another.

There is a dataset of paired images required, e.g., satellite pictures and a street map for those images. The discriminator has then to learn and to decide if such a pair is real or generated. The generator is trained to translate one image of such a pair into the other. Therefore a generated pair contains a real image and a second image that is translated by the generator with the first image. The network can just be trained like any other GAN [50].

A detail of the network is the generator: Often simple encoder-decoder networks with a bottleneck are used, but the chosen architecture in this case has skip-connection from the layer $i$ to the layer $n - i$, where $n$ is the total layer count. This network architecture is based on U-Net [64].

The network architecture could be used for voice conversion. Pairs are then just two audio samples with the same sentence spoken by two different people. One drawback is that, depending on the task, relatively many such paired samples have to exist and the network must be trained for each speaker pair. The input could be a spectrogram or just raw data.

E. Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial Networks

The proposed network architecture by Zhu et al. [59] is able to do a domain transfer on images. For example, it could
The architecture is similar to the architecture proposed by Kim et al. [57]. Two mapping functions \( F \) and \( G \) are defined, which map from domain \( A \) to \( B \) and from domain \( B \) to \( A \). The networks are trained so that \( F(G(x_a)) = x_b \) and \( G(F(x_b)) = x_a \). There is also a discriminator loss that forces \( F(x_a) \) to produce images from the domain \( B \) and \( G(x_b) \) to produce images from the domain \( A \). The network can also be seen as two autoencoders that are trained at the same time. The style transfer is done via the domain transfer.

A GAN-architecture [50] is used to implement the network. For the discriminator \( 70 \times 70 \) sized convolutional PatchGANS are chosen for the implementation. These GANs only penalize structure at the scale of image patches.

One big difference to [57] is the used loss function. The proposed CycleGAN [59] uses the mean squared error, where the hinge loss is preferred for [57].

Compared to [60], the network is more complex, but on the other side, image pairs are no longer required. This makes the network much more useful, because in reality such pairs are often expensive. The network could be trained on audio data for two different speakers. The audio could be there as raw data or as a spectrogram. Depending on the task, many samples have to be available for good training results.

### F. Comparison

All described papers about style transfer are compared in Table (IV) to give an overview over the different methods. For audio style transfer, [9] is an easy-to-implement choice, assuming a CNN is given that extracts good features. If no such CNN is given, but a paired dataset (audio files with the same content spoken by different voices), then [60] might be a good choice. If only two unpaired sets of data are available, then [57] or [59] are possible solutions for audio style transfer. If the audio style transfer for voices works, then the more specific task of voice conversion is also solved.

### VII. DISCUSSION

As described in Section IV, there are currently no perfect solutions based on neural networks for the voice conversion problem available. The only currently available candidate with good results is [29], but it is proprietary and it is not even known how it is implemented. Most solutions with neural networks contain much pre- and post-processing, but end-to-end solutions would be preferred. Audio style transfer-based solutions do not work well for our tests, because the classification networks do not focus on the same audio features as humans; therefore, the voice that is generated based on these features does not sound natural and almost no voice conversion is done. We did not test methods based on CycleGAN [59] and [60]; therefore, they could still work for voice conversion. It may also be the case that the used CNN for the audio style transfer could be trained somehow else to perform better on the style transfer task. Maybe it is easier to use an architecture without style transfer to solve voice conversion.

### VIII. CONCLUSIONS

More research has to be done to solve the voice conversion task. Impressive results for images with style transfer show that neural networks are even able to solve complex transfer/conversion tasks. Also for the voice conversion itself, there are some networks available, but unfortunately there are no end-to-end solutions. Therefore, it should also be possible to solve the voice conversion with an end-to-end learning network architecture. This survey summarizes currently available methods that may help to solve this task, or at least to give an introduction into this topic.

<table>
<thead>
<tr>
<th>Paper</th>
<th>Method</th>
<th>Availability (code)</th>
<th>End-to-End Training Time</th>
<th>Real-Time Required Data</th>
<th>Training Elegant</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Neural Algorithm of Artistic Style [9]</td>
<td>Using the Gram matrix and an already existing CNN to extract and transfer a style with an iterative algorithm</td>
<td>yes (third-party)</td>
<td>no (iterative optimization)</td>
<td>No training required, assuming the CNN is given</td>
<td>None, assuming the CNN is given</td>
</tr>
<tr>
<td>Perceptual Losses for Real-Time Style Transfer and Super-Resolution [63]</td>
<td>Improving [9] to allow real-time style transfer; an already existing CNN is required</td>
<td>yes</td>
<td>yes</td>
<td>unknown</td>
<td>yes</td>
</tr>
<tr>
<td>Learning to Discover Cross-Domain Relations with Generative Adversarial Networks [57]</td>
<td>Create two functions to convert objects from two different domains; using GANs</td>
<td>yes</td>
<td>yes</td>
<td>unknown</td>
<td>yes</td>
</tr>
<tr>
<td>Image-to-Image Translation with Conditional Adversarial Networks [60]</td>
<td>A GAN is used to check if a pair of data records from two domains is real or generated</td>
<td>yes</td>
<td>yes</td>
<td>unknown</td>
<td>yes</td>
</tr>
<tr>
<td>Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial Networks [59]</td>
<td>Create two functions to convert objects from two different domains; using GANs</td>
<td>yes</td>
<td>yes</td>
<td>unknown</td>
<td>yes</td>
</tr>
</tbody>
</table>
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**APPENDIX**

### A. Preliminary Experiments

During this work many experiments have been conducted. Some of these experiments and the most important results are documented in this section.

The main idea is to use audio style transfer to do the voice conversion. It should work similar like the style transfer for images. Our implemented style transfer is based on the method described by Gatys et al. [9], because it already works very well for images and the architecture is relatively simple. To implement this architecture, a classification network for audio data that is based on a CNN is required. To train this network, we use different datasets: A proprietary speech dataset, TIMIT [65] and a YouTube dataset that contains about 1'000 speakers with each 1 h of audio. Other possible large datasets of spoken text would be audio books.

For our experiments, we mostly use the YouTube dataset, because it is the largest of the three datasets. The TIMIT dataset has the highest quality, but it is quite small. The proprietary dataset is required for the final task, but it is also very small; therefore, it is not the preferred choice for the development of a network architecture.

For each network architecture, we test different input formats: Raw audio (1D stream) [5] [52], mel-cepstral as 1D image [52] [66] and mel-cepstral as 2D image [11]. The trained network is a classification network that is used to do the style transfer described by Gatys et al. [9]. Networks with 1D convolutions have the advantage that often much less training time is required, because the processing of the data requires fewer computations. On the other side, 2D convolutions may be more powerful for some tasks, especially [11] shows that 2D convolutions also work very well for audio data. For audio data it is not obvious if 1D convolutions or 2D convolutions should be preferred, because audio data is in general 1D, but spectrograms may be seen as a 2D image.

The network described by Lukic et al. [11] is not able to generate high quality voice conversion results with the given style transfer. An example of this style transfer with a mel-cepstral that is handled as a 2D image is shown in Figure (7). The input is a female voice of the TIMIT dataset and it should be converted to a male voice. This conversion does not work and the output sounds similar to the input, except for some noise that is added. The reason why this architecture does not work is probably, because the network uses different features to classify a voice than humans do. The network is not very deep and therefore it can be assumed that the generated features are less abstract than, e.g., the features that are used in the style transfer described by Gatys et al. [9].

For image data, there is the public available VGG-16 network [2]. All pre-trained weights may be downloaded for free in the internet. This deep network architecture is based on a simple CNN and performs very well for the style transfer task for images [9]. We use a network that has a similar architecture, but that includes batch normalization [67] and uses audio data as input. The classification quality for the

![Fig. 7: An example of an audio input (left) and audio output (right) of a style transfer with the architecture described by Lukic et al. [11]. A female voice from the TIMIT [65] dataset should be converted to a male voice. The $x$ axis describes the time and the $y$ axis the mel-scale. The values are normalized to the range $[0,1]$.](image1)

![Fig. 8: Some trained weights for an initial 1D convolution with the length 320 and a stride of 160.](image2)

YouTube dataset is good, but the style transfer based on [9] does not work. At this point it must be assumed that neural networks use other features to classify a voice than humans do. A possible solution to this problem could be if a larger dataset with not only voices, but many more different sound classes is used for the training. This would force the network to include more different features in the classification process. We still assume that the style transfer described by Gatys et al. [9] works also well for audio data, but it depends a lot on a good and very general trained classification network. This seems to be a much harder issue for audio data than for image data.

In general, our experiments are done with fixed-size inputs, because this makes the development easier and the training faster. Both described architectures are tested with different input data types. They are compared in Table (V). Both approaches are based on a simple CNN. The main difference between these two architectures is that the architecture proposed by Lukic et al. [11] is much smaller than the VGG-16 [2] based model. Therefore, it requires less training time. The quality, at least for the tested speaker classification task, is very similar and both architectures reach high accurate results. All tests are conducted on a NVIDIA TITAN Xp. For the audio style transfer / voice conversion task none of these networks works well. The outputs are always similar to the inputs, except for some additional noise. It does not seem that
any style or voice transfer is done.

It is notable that the raw input forces the network architecture to learn something like a Fourier transform in the initial convolutional layer. To obtain this result we use a convolution with the length 320 and a stride of 160. The used non-linearity is ReLU [68] and we do not use a bias. If the resulting lists of feature weights are ordered by their lowest frequency and are plotted, it might be seen that they look like sine-curves with different frequencies. This is visualized in Figure (8). This fact is already described by Palaz et al. [5]. It allows to do “feature learning” [17] and the network then no longer depends on a specific transform, e.g. the Fourier transform, and therefore does not need any pre-processing. This initial trained layer may be frozen and reused for other networks. Unfortunately, this learned transform is only powerful if the following layers are also 1D convolutions and not 2D convolutions. The main reason for this is, because of the initial 1D convolution there is a random order for the frequencies of the trained transform. This is not a problem for 1D convolutions, but for 2D convolutions the order of the frequencies is very important. The training does not converge to a good solution, if directly after the initial 1D convolution 2D convolutions are used.

Ulyanov et al. [66] describe a simple network that is able to do audio style transfer based on [9]. They use a spectrogram as input and then one 1D convolutional layer for their network. All weights are initialized randomly and therefore no classification network has to be trained. For some sounds this architecture works well, but for voices the style transfer does not work. Our tests include different filter sizes and layer counts, but in the end it does not seem to be possible to implement voice transfer with randomly initialized weights. It is still impressive that this architecture already works a bit for some simple sounds.

Additional tests could be done with the CycleGAN [59] network. This architecture directly may be used if a fixed-size spectrogram is used as a 2D input image. It also might be modified to take a fixed-size raw input or a spectrogram as a 1D image with a feature for each frequency. Probably much data is required for the training, therefore the audio dataset should be large. A big advantage of the architecture is that it does not require a paired dataset. On the other side, the architecture only allows to train a conversion between two speakers, therefore the training has to be done for each possible speaker pair. Nevertheless, this approach is already very powerful for a general domain transfer on images and could also work for audio data.

If a paired dataset is available, where each spoken text is present for two speakers, the pix2pix [60] architecture may be used. The training is more efficient and it creates often better results than CycleGAN as shown in [59]. On the other side, often there is no paired dataset available. Especially for real use cases this might be a problem.

The audio synthesizer is a very important part of the final neural network, therefore we also try to analyse Tacotron [26] and Char2Wav [19]. The available third-party Tacotron implementation [69] still does not produce good results after one week of training and the public Char2Wav implementation [70] is not complete and therefore the training does not produce any usable results. Wavenet is not tested, because it takes too much time for the training and for the runtime. Especially Tacotron would be a good solution, because it is trained end-to-end and therefore could be included easily in a custom neural network architecture.

Our experiments do not produce any audio style transfer or voice conversion, but we are able to describe why our network architectures do not work well in combination with the style transfer described in [9]. We also show that for 2D CNNs the mel-cepstral works much better as an input than a plain Fourier spectrogram. Another interesting fact that we can show, is that a neural network learns a transform that is similar to the Fourier transform, if the input of the network is raw data and the initial layer is a convolutional layer.