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Zusammenfassung

Das Gebiet der Gehirn-Computer-Schnittstellen befasst sich mit der Aufgabe,
Geräte direkt durch die neuronale Aktivität im Gehirn steuern zu können. Die
Dekodierung von Elektroenzephalographie-Signalen (EEG) wird durch mehrere
Probleme erschwert, von denen einige eine langwierige Kalibrierung von BCIs
vor einer Anwendung erfordern. Kürzlich wurden Convolutional Neural Net-
works (CNN) mit Erfolg in diesem Bereich eingesetzt. Im Feld der Computer
Vision haben Multitask-Learning-Modelle bewiesen, dass sie auf kleinen Daten-
sätzen sehr gute Performanz erzielen können. Wir implementieren einen Deep-
Multi-Task-Learning-Ansatz mit Convolutional Neural Network, bei dem einzelne
Probanden als verschiedene Aufgaben (Tasks) betrachtet werden. Wir trainieren
auf einem Mehrklassen-MI-EEG-Datensatz und vergleichen die resultierende Per-
formanz mit Single-Task-Modellen. Des Weiteren untersuchen wir die Möglichkeit,
das gelernte Grundgerüst zum Training von Klassifikatoren für neue Probanden
zu verwenden, da dies das Potenzial hätte, die Kalibrierungszeit in Zukunft zu
reduzieren. Schließlich verwenden wir zwei verschiedene Visualisierungsmetho-
den, um Einblicke in die gelernten Modelle, zum Zwecke der Interpretierbarkeit,
zu erhalten. Unsere Ergebnisse zeigen, dass MTL in der Lage ist, die Leistung
von CNNs bei der Dekodierung von MI-EEG-Signalen zu verbessern, aber ob die
Leistung tatsächlich besser wird, hängt von der zugrunde liegenden Architektur
ab. Unsere Visualisierungen zeigen, dass ein MTL-Modell andere Eigenschaften
lernt als ihre Single-Task-Pendants.
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Abstract

The field of brain-computer interfacing addresses the task of enabling devices to
be controlled directly by neural activity in the brain. The decoding of electroen-
cephalography signals (EEG) is complicated by several issues, some of which
necessitate tedious calibration of BCIs prior to usage. Recently, convolutional
neural networks have been applied with success to this domain. In computer
vision, multi-task learning models have shown to perform well on small data sets.
We implement a deep multi-tasklearning approach with convolutional neural net-
works, where different subjects are considered as different tasks. We train on a
multi class MI-EEG data set and compare the resulting performance with single-
task models. Further, we examine the possibility of using the learned backbone
to train classifiers for new subjects, as this would have the potential of reducing
calibration time in the future. Finally, we use two different visualization meth-
ods to gain insights into the learned models for the purpose of interpretability.
Our results show that MTL is able to improve the performance of CNNs on de-
coding MI-EEG signals, but whether performance does improve is dependent on
the underlying architecture. Our visualisations show, that a MTL model selects
different features as their single-task counterparts.
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Chapter 1

Introduction

1.1 Motivation

Brain-computer interfaces allow a computer to be controlled without activating
the nervous system (i.e. without any involvement of the motor periphery or
speech) through direct recording and decoding of brain activity. They can be
used in several areas of application, one of which is to enable individuals who are
prevented by disability from controlling a device through conventional methods.
Examples of this are controlling a wheelchair or prosthetic limbs [1, 2].
Electroencephalography (EEG) is often used as a method of recording neuronal
activity, as it is non-invasive and thus eliminates the risk of surgery for the user.
However, decoding EEG signals is challenging for several reasons, including low
signal-to-noise ratio, high inter-subject and inter-session variability and low spa-
tial resolution. Another issue is the high cost of collecting labelled data in this
domain. The resulting data sets are significantly smaller than data sets used
in other areas where neural networks are applied, for example computer vision
or natural language processing. This creates a bottleneck, as neural networks
require large amounts of data to reach an acceptable performance level. An ad-
ditional issue is the need for expert knowledge to extract meaningful features
[3]. To address these challenges, various methods from the field of deep learn-
ing are used, which have proven to be extremely successful in other areas such
as computer vision [4]. The application of neural networks in recent years has
enabled the decoding of these signals in an end-to-end manner, removing the
requirement to craft features manually [5]. It has been shown that convolutional
neural networks can achieve a similar performance level in decoding EEG signals
compared to earlier approaches [6]. However, the problems associated with high
inter-subject and inter-session variability persist, necessitating tedious calibra-
tion for a given subject or a new session prior to usage to render brain-computer
interfaces usable. A promising method to shorten calibration time is transfer
learning. In transfer learning, previously learned knowledge is used to learn a
target task. Although research on transfer learning for BCI is relatively new,
several transfer learning methods have already been applied to BCIs [7, 8].
Another method that promises better generalization by using domain-specific
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1. Introduction 2

knowledge is multi-task learning (MTL). MTL has already been applied with
success in areas such as computer vision. Typically, MTL involves training dif-
ferent related tasks from a certain domain together. An example from computer
vision would be to simultaneously train segmentation, depth estimation, and ob-
ject recognition on an image [9]. Due to the high inter-subject variability when
decoding EEG signals, we believe it is reasonable to consider different subjects
as different tasks. MTL has also shown increased performance in scenarios where
the data sets are small.[10] We think that the scanty data sets in BCI could
benefit from this potential. We will therefore try to apply MTL in this manner,
with the expectation that the sharing of knowledge between different subjects
will lead to improved generalization.
Furthermore, because the interpretation of deep neural networks is intrinsically
difficult, we want to use visualization methods to achieve better interpretability
of our models.

1.2 Objectives

The aim of this thesis is to explore multi-task learning in a deep learning approach
suitable for the characteristics of brain-machine interfacing, in order to overcome
current issues in decoding of EEG data. We start by briefly analyzing the cur-
rent state of EEG decoding, transfer learning, and how it can be extended to a
MTL architecture. We discuss publications on models used in EEG decoding,
transferability of features in deep neural networks, and how MTL can be used
in EEG decoding. We want to evaluate the performance of three deep learning
models Deep4Net, EEGNet and ShallowFBCSPNet, when a multi-task learning
architecture, where each subject in the data set is considered a task. Addition-
ally, we want to evaluate ways to further improve the performance of the MTL
models.

While state of the art EEG decoding research reaches new accuracy highscores
in EEG classification, we are not focusing on outperforming these with our work,
but instead propose a new architecture and analyze its potential for EEG decod-
ing. Our aim is to create an approach that is helpful for future research in this
field.



Chapter 2

Theoretical background

This chapter serves to briefly present the theoretical foundations on which this
thesis is based.

2.1 Brain-computer interfaces (BCI)

Brain-computer interfacing is an interdisciplinary field that attempts to use achieve-
ments from neuroscience, signal processing, artificial intelligence, and information
theory to control devices by directly using brain activity. The origin of BCIs can
be traced to works by Delgado and Fetz in the 1960s [11, 12]. The more recent
increase in interest in BCI can be attributed to both more available computing
capacity and better signal processing and machine learning algorithms.
BCIs make use of electrical potentials produced by neurons. Recording of these
potentials can be done either by invasive or non-invasive methods [13].

Brain-computer interfaces rely on signal processing and machine learning algo-
rithms. Processing of the signal is typically necessary because not all signals are
caused by or correlate with the relevant mental processes, due to the presence
of muscle or motion artifacts and electromagnetic noise in the recorded signal.
The components which are yielded from the preprocessing steps are called fea-
tures. This term is commonly used in machine learning literature to designate
the inputs to the respective algorithms.

In general, decoding of (preprocessed) signals can be viewed as applying a
mathematical function,

y = f(Xr, θ) (2.1)

with Xr ∈ RN×T being the measured brain activity (with N channels and T
samples), and θ the given parameters. The output y, the inferred command, is
then used to control a device. The steps that together constitute a closed loop are
illustrated in Figure 2.1. The general principles are described more thoroughly

3



2. Theoretical background 4

in Iturrate et al. [14].

Figure 2.1: Processing steps of a brain-computer interface: The acquired
signal is preprocessed and relevant features are selected. A decoder receives the
features as an input and infers an action. The user receives feedback either
explicitly or via their own senses [14].

2.2 Electroencephalography (EEG)

Electroencephalography (EEG) is a popular non-invasive technique for recording
neural activity that involves placing sensors on the scalp. The sensors measure
the summed postsynaptic potentials of many thousands of neurons [15]. Currents
tangential to the scalp are not detected. EEG recordings have a poor spatial res-
olution, mainly due to the layers of tissue that lie between the source of the
signals and the sensors. Furthermore, since voltage fields fall with the square of
the distance, signals originating deep in the brain are not detected. The temporal
resolution, on the other hand, is good (in the millisecond range).
The amplitude of the recorded signals is in the range of a few tens of microvolts.
As a result, the signals can be easily contaminated by electrical lines, but also
by movements (blinking, talking, movement of the eyebrows, etc.). Subjects are
therefore usually instructed to avoid any movement, and powerful artifact re-
moval algorithms are used to exclude or filter out parts of the EEG signal that
are corrupted by muscle artifacts. Additional sources of noise include changing
electrode impedances and varying psychological states of the user due to bore-
dom, distraction, stress, or frustration [13].

For consistent placement and naming of sensors across laboratories, there is an
international standard, the 10-20 system. Reference electrodes are specified, and
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from these points the perimeters are divided into 10 and 20 percent intervals, as
shown in Figure 2.2.

Figure 2.2: (A) Subject wearing a 32-electrode EEG cap. (B) Interna-
tional 10–20 system for standardized EEG electrode locations on the
head [13].

The waves captured by EEG recordings are typically categorized into different
frequency ranges that are associated with different mental states. For example,
alpha waves (or the alpha rhythm) occur in awake subjects in the absence of
movement and beta waves are recorded when a person is alert and concentrating.
Theta waves are associated with drowsiness or idleness in children and adults,
while delta waves can be observed in infants in general and in adults at certain
stages during sleep. One particular type of alpha wave popular in applications of
BCIs is the mu rhythm. It is found over the sensorimotor areas and is influenced,
namely attenuated or suppressed, by movement or by imagining movement [13].
The EEG rhythms and their frequency ranges can be seen in Figure 2.3.

2.3 Motor imagery (MI)

Motor imagery is a frequently used paradigm in BCI. Motor imagery is described
as mentally rehearsing a motor action without performing movement [16]. Con-
scious motor imagination and unconscious preparation for a movement share com-
mon mechanisms and are functionally equivalent. Therefore, very similar brain
signals occur during motor imagery as during actually performed movement [17].
The movement of different body parts is associated with different brain areas. For
example, when imagining movements in the hands, signals occur in the regions
over which electrodes C3 and C4 are placed [18].
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Figure 2.3: Examples of EEG rhythms and their frequency range [13].

2.4 Artificial neural networks (ANNs)

Artificial neural networks are loosely inspired by the biological brain. They con-
sist of artificial neurons that mimic biological neurons (albeit much less complex).
Artificial neurons are a generalization of the idea of a perceptron, and artificial
neural networks are therefore also called multilayer perceptrons. The perceptron
was first introduced by Frank Rosenblatt in 1958 [19]. An illustration of a biolog-
ical neuron and an artificial neuron is shown in Figure 2.4. An artificial neuron
receives an input x, which is multiplied by the weights w. The products xiwi are
summed and a bias b is added before they are passed to a non-linear activation
function f , whose output is also the output of the neuron. The output of a neu-
ron can therefore be written as f(

∑n
i=0 xiwi + b). As an activation function, the

rectified linear unit activation function (ReLU) is recommended for most feed-
forward neural networks. This is because, although it is non-linear, its closeness
to linearity facilitates the optimization of the model by gradient-based methods
[20]. ReLU is defined by the activation function f(x) = max(0, x) depicted in
Figure 2.5.

By arranging the neurons in layers, and creating connections between neurons
of two adjacent layers (but none in the layer itself), a neural network is obtained
(Figure 2.6). The outputs of the neurons of the last layer together form the
output ŷ of the network. To train the network, input samples are fed through the
network, and the distance of the output ŷ to the true value y (label of the input) is
calculated (by default the Euclidean distance or L2 norm, but many more exist).
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Figure 2.4: A representation of a biological neuron (left) and its math-
ematical model (right) [21].

Figure 2.5: Rectified Linear Unit (ReLU) activation function, which is
zero when x < 0 and then linear with slope 1 when x > 0 [21].

This distance is called loss, and is used to optimize the network. For this purpose,
the gradients are calculated (in the case of gradient-based optimization) and back-
propagated through the network and the weights are adjusted accordingly. This
process can be considered as approximating a multivariable function that maps
the input to the output [22].

2.4.1 Convolutional neural networks (ConvNets/CNNs)

Convolutional neural networks are inspired by the visual cortex of animals [24].
CNNs are very similar to common neural networks as they consist of neurons
that have learnable weights and biases. However, as the name indicates, they
additionally use convolutions as an operation. Discrete convolution can be viewed
as multiplication by a matrix. In the context of CNNs, a kernel (a matrix of
weights) is slid over the input and a weighted sum is computed at each position.
The use of convolution is motivated by the fact that, for example, in images or
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Figure 2.6: Artificial Neural Network [23]

time series, inputs that are far apart (spatially or temporally) are presumably
not dependent on each other. By using a kernel that is smaller than the input,
an output unit no longer interacts with every input unit, which is termed sparse
connectivity. In a deep convolutional network, units in the deeper layers may
interact indirectly with a larger portion of the input. The number of neurons with
which a unit interacts indirectly defines the receptive field of the unit. A typical
layer of a CNN consists of three stages. First the convolutions are applied, then
the non-linearity, and after that the output is often modified by a so called pooling
function. The pooling function takes the summary statistics of nearby outputs at
a given location and replaces the output of the network with it. Without pooling,
small translations in the input could result in a large variance in the output [20].

2.5 Transfer learning

In cases where large data sets are not available due to expensive acquisition or
expensive labeling, transfer learning can be useful in overcoming the problem of
insufficient amounts of training data. Transfer learning relaxes the hypothesis
that the training data is independent and identically distributed (i.i.d.) with
the test data. Transfer learning aims to facilitate the training of a target task
Tt from a target domain Dt by using a source task Ts from a source domain Ds
where Dt 6= Ds or Tt 6= Ts. Usually there is more data available from the source
domain, or training the source tasks is easier [25]. An illustration comparing the
traditional learning process to transfer learning is shown in Figure 2.7. Pan and
Yang note in their survey on transfer learning that the transfer learning research
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community is concerned with three main questions: (1) what to transfer, (2) how
to transfer, and (3) when to transfer. The first two questions are concerned with
what knowledge between the domains or tasks is shared and can be transferred,
and the development of algorithms that are able to transfer this knowledge. The
third question arises because negative transfer is possible, i.e. the transferring
of knowledge inhibits the performance of the target task. They note that the
important issue of how to avoid negative transfer is attracting more and more
attention [26].

Figure 2.7: Different learning processes between (a) traditional machine
learning and (b) transfer learning [26].

2.6 Multi-task learning

Multi-task learning (MTL) refers to a strategy in which several related tasks are
trained simultaneously while using a shared representation. The primary goal is
to increase generalization performance, i.e. performance on samples which were
not used to train the model [27]. By training multiple tasks in parallel, a model
can be enabled to leverage domain-specific knowledge from the training signals
of other tasks. In this context, other tasks serve as inductive bias, that is, a
set of assumptions of a learning algorithm that leads to a preference of certain
hypotheses over other hypotheses [28, 29]. An illustration of a multi-task neu-
ral network is shown in Figure 2.8. Goodfellow et al. describe MTL as a type
of regularization, where sharing the lower layers can be seen as imposing a soft
constraint on the parameters of the model [20].

MTL is similar to transfer learning, in the sense that both methods aim to trans-
fer knowledge. The difference is the task on which more focus is laid. With
transfer learning, one tries to learn a target task better with the help of a source
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task. In MTL, one aims to improve all tasks by sharing knowledge among all
tasks. Transfer learning therefore puts more focus on the target task, while in
MTL all tasks are considered equally important [30].

Figure 2.8: Illustration of a multi-task neural network [28]. Unlike a single-
task model, a multi-task model has outputs that are associated with multiple
tasks. In this illustration, only one output per task is shown, but there can be
(and usually will be in practice) multiple outputs.



Chapter 3

Related work

In this chapter, we briefly summarize literature that is related to our work or on
which we have based parts of our work.

3.1 Deep convolutional neural networks for motor im-
agery classification

Schirrmeister et al. showed that deep convolutional neural networks, together
with recent advances from the field of machine learning, such as batch normal-
ization, exponential linear units and dropout combined with a cropped training
strategy can achieve at least as good a performance as the widely used filter
bank common spatial patterns (FBCSP) algorithm. To accomplish this, they
had to address some difficulties in applying CNNs to EEG. CNNs were initially
developed for image recognition. Yet, EEG signals have characteristics that differ
from those of images. In addition to the aforementioned problems associated with
EEG signals, unlike images, they are not static, but dynamic time series. Learn-
ing features from EEG data with CNNs is therefore more difficult than learning
features from images. For this reason, Schirrmeister et al. adapted CNNs from
computer vision for EEG input. They analyzed the influence of design choices,
for example the overall architecture of the networks, as well as training strate-
gies. Regarding design choices, the first important decision for them was how
to represent the input. They argue that EEG signals do not show any obvious
hierarchical compositionality in space, but that it is known that EEG signals are
organized over multiple time scales, i.e., appear as nested oscillations. For this
reason, they decided to represent the input as a 2D array with the number of time
steps as the width and the number of electrodes as the height. Further concerning
the design decisions, they evaluated architectures with varying number of layers.
The two models that could achieve similar or better performance than FBCSP
are the ShallowFBCSPNet (2 layers) and the Deep4Net (5 layers). We describe
the models further below. Regarding the training strategy, cropped training, i.e.
using sliding input windows in order to increase the amount of training samples,
proved to be beneficial, especially for the deep model. They attribute this to the

11
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fact that a large number of examples are needed to learn the relevant features,
and that the model does not overfit to phase information due to the shifted win-
dows.

They do, however, note that besides the advantages CNNs provide, such as end-
to-end learning, i.e. learning from raw data without any a priori feature selection
and the scalability to large datasets, there are also disadvantages using CNNs
compared to other machine learning models. The disadvantages include the re-
quirement of a large amount of training data, the time needed to train CNNs,
and that they may output false predictions with high confidence. Additionally,
CNNs are difficult to interpret, i.e. it is difficult to determine which characteris-
tics of the data are used by them to perform a prediction. To address this, they
proposed a visualization method, which we describe in more detail in chapter
Methods [6].

3.1.1 ShallowFBCSPNet

The ShallowFBCSPNet is inspired by the FBCSP pipeline. The first two lay-
ers perform temporal convolution and spatial filtering. These are followed by a
squaring non-linearity, mean pooling and a logarithmic activation function. The
steps are analogous to the trial log-variance computation in FBCSP [6]. An
illustration of the architecture is shown in appendix C.

3.1.2 Deep4Net

The Deep4Net is inspired by successful models in computer vision. It consists
of four convolution-max-pooling blocks, with a special first block designed to
handle EEG input and a softmax classification layer. The architecture can be
seen in appendix C. The reasons given by Schirrmeister et al. for using a generic
architecture are as follows: They wanted to see if an architecture designed with
minimal expert knowledge could achieve competitive performance and to support
the idea that CNNs can be used as a general-purpose tool to decode brain signals.
Additionally, such an architecture can directly benefit from future methodological
advances in deep learning [6].

3.1.3 EEGNet

A further model for EEG decoding is the EEGNet proposed by Lawhern et al.
In contrast to Deep4Net, EEGNet does not have a generic architecture, but is
specifically designed for decoding EEG signals. Unlike the Deep4Net, the EEG-
Net uses depth-wise and separable convolutions after the temporal convolution.
The authors argue that in addition to reducing the number of learnable parame-
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ters, this enables spatial filters to be learned directly for each temporal filter (for
depthwise convolution) and achieves decoupling of relationships within and across
feature maps (for separable convolution). The EEGNet has up to two orders of
magnitude fewer learnable parameters compared to the ShallowFBCSPNet and
Deep4Net. It should be noted that to facilitate implementation, they used 2D
convolutions, but in reality 1D convolutions are performed [31]. An illustration
of the architecture can also be found in appendix C.

3.2 Transferability of features in deep neural networks

Yosinki et al. investigated the transferability of features in deep neural networks.
They make the observation that many deep neural networks trained on images
learn similar features in the first layer. These features do not seem to be specific
to a dataset or task. They label such features which are applicable to many
data sets and tasks and occur regardless of the exact cost function as general.
Features in the last layers of a network successfully trained towards a supervised
classification objective are referred to as specific. Moreover, they ask themselves
to what extent it is quantifiable to which degree a layer is general or specific,
where the transition from general to specific takes place, and which criteria are
decisive for the transferability of features [32].

3.3 Transfer learning for EEG decoding

Variations between subjects or sessions are typical in EEG signals. Transfer
learning is thus promising for decoding EEG signals because transfer learning
does not assume that the train set and the test set are in the same feature space
and are subject to the same probability distribution. A review conducted by
Zhang et al. that examined 80 studies from 2010 to 2020 on the application
of transfer learning to EEG decoding concluded that transfer learning allows
adequate initialization of BCIs for new subjects and thus reduces calibration time.
In addition, higher accuracies were achieved across sessions and subjects [8]. Uran
et al. investigated the application of transfer learning to two MI-EEG data sets.
They compared different training strategies, of which frozen learning performed
best, closely followed by distributed learning (pooled learning). Frozen learning
involves training a model on all but one subject, then continuing to train the
model with the remaining subject while the lower layers of the model are frozen,
meaning the parameters of these layers are not adjusted during the training
process. In distributed learning, training is performed on the first session of all
subjects, and the performance evaluated on the second session of each subject
[33].
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3.4 Multi-task learning for EEG decoding

Multi-task learning has thus far already been applied to problems in computer
vision, natural language processing, and bioinformatics, among other spheres.
In their survey on multi-task learning, Zhang and Yang list only one study on
MTL for brain-computer interfaces [30]. In this work, Alamgir et al. proposed a
multi-task framework for decoding MI-EEG data to learn feature characteristics
that are consistent across subjects. They used a linear classifier for this purpose
and considered each subject as a task. According to them, their system could
achieve satisfactory classification performance for new subjects without calibra-
tion. They note that when their classifier was calibrated with subject-specific
data, a significant increase in accuracy was achieved compared to a classifier
trained on subject-specific data only [34].

Other approaches to MI-EEG decoding that involve multi-task learning have
been proposed, however, not regarding each subject as a task, but training addi-
tional tasks, e.g. training an autoencoder or metric learning parallel to training
on subjects [35, 36].



Chapter 4

Methods

4.1 Multi-task network architecture

Based on the successful decoding of EEG signals with deep convolutional neural
networks and application of transfer learning with the latter, and motivated by
the results of multi-task learning with a linear classifier, we propose a deep multi-
task architecture for EEG decoding. Due to the high inter-subject variability, we
want to consider each subject as a task. To the best of our knowledge, this ap-
proach has not yet been applied with deep neural networks. We believe that the
end-to-end learning capability of CNNs, together with knowledge sharing between
tasks with MTL will facilitate selecting features that are more consistent across
subjects. When applying MTL to a problem, one has to consider whether the
tasks are related in terms of low-level features or high-level concepts. Alamgir et
al. note that despite the known inter-subject variability, the principle characteris-
tics of features remain invariant across subjects. In motor imagery, event-related
desynchronization (i.e. a decrease in power) of µ- and β-rhythms over the con-
tralateral sensorimotor areas is typical [34]. Therefore, we expect features in the
lower layers, where usually temporal and spatial convolutions are performed, to
be consistent across subjects. Selected features would then correspond to chan-
nels and frequencies associated with the respective mental processes. Because of
the hierarchical nature of CNNs, features become increasingly complex from one
layer to the next. By combining the low-level features, they would be able to
model complex frequency modulations. We believe that these can differ between
subjects. The transition from general features, i.e. features that are consistent
across subjects, to specific features has to occur somewhere in the network [32].
We consider it reasonable to split the network into one path per subject (we refer
to these subject-specific paths as heads) before this transition. The reason we
consider subject-specific heads to be potentially useful is that conflicting gradi-
ents may interfere with the optimization of the network. However, this approach
reduces the number of samples that pass through a head. Since it is not known
where the aforementioned transition from general to specific features takes place,
we have chosen an additional hyperparameter layer split and made it part of our
hyperparameter estimation. Mormont et al. have already applied such an archi-

15
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tecture, similar to the one we envisioned for our problem, to images in the field
of digital pathology [37]. An illustration of this architecture is shown in Figure
4.1. Because the models of Schirrmeister et al. were tailored to decode MI-EEG
data and achieved good results, we want to build on these to see if performance
can be further improved by MTL.

Figure 4.1: Multi-task architecture proposed by Mormont et al.: From
the input x a shared representation θs is computed. Samples from this represen-
tation are forwarded to the respective heads. The loss is calculated per task and
aggregated [37].

4.1.1 Forwarding to all heads

Due to the possible disadvantage of a reduced number of samples passing through
the upper layers, we will also explore an alternative approach. This approach
involves forwarding the samples of all subjects to all heads. A new class irrelevant
is introduced, as which the sample should be classified, if the sample does not
belong to the subject associated with the head.

4.1.2 Splitting the models

To use the MTL architecture with the three models Deep4Net, EEGNet and Shal-
lowFBCSPNet, we have to define split points for each model, where the backbone
ends and the heads start. The Deep4Net is built with 4 convolutional pool blocks
and a classification layer. We decided to set the splits between each block and
the classification layer. For the EEGNet and ShallowFBCSPNet, the splits are
between convolution layers and the classification layer. Where to set the split
point for the experiments will be determined by a hyperparameter optimization
with the layer split as a parameter. An overview of the split points can be seen
in figure 4.2.

4.2 Pretraining

Mormont et al. have shown that pretraining MTL models has a positive effect on
their performance [37]. We also see pretraining as a way to increase the amount
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Figure 4.2: MTL Layer Splits

of samples passing through a head. We are examining different variants. Firstly,
we want to see whether it is helpful if a head is pre-trained with data from all
subjects. Secondly, we will look at how performance is affected when one head is
trained only with data from the respective subject. Both variants are performed
once with and once without a pretrained backbone (i.e. the shared layers).

4.3 Task weighting

Although many deep MTL models have been proposed due to the success of
deep learning, the dynamics of MTL are still not well understood, neither at
the theoretical level nor at the experimental level. In particular, the usefulness of
different task pairs is not known a priori. Gong et al. found in their comparison of
loss weighting strategies for multi-task learning in deep neural networks that the
appropriate combination of the losses of different tasks is crucial for the success
of the model. They also note that MTL usually shows no benefit when using
combinations of tasks defined by the user [38]. For this reason, we implemented
a widely adopted dynamic task weighting strategy based on task uncertainty
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proposed by Kendall et al. [39]. We used a deviation of this loss-weighting
strategy by Liebel and Körner, which has the benefit of no longer yielding negative
loss values [40]. Using this strategy, the loss of our model is calculated as follows:

LT (xT ,yT , ŷT ;wT ) =
∑
τ∈T

1

2 · c2τ
· Lτ (xτ ,yτ , ŷτ ;wτ ) + ln(1 + c2τ ) (4.1)

In our case, L is the negative log-likelihood (NLL) loss. The coefficients cτ
are added to the learnable parameters of the model. It should be noted that in
our case the inputs xτ are also task-specific in contrast to the inputs in the two
publications mentioned above.

4.4 Transfer learning

To assess whether our backbone learns a more general representation compared
to single-task or pooled models, we evaluate the performance when transferring
knowledge from the previously learned backbone to new subjects. Uran et al [33]
proposed the three methods of Distributed Learning, Split Learning and Frozen
Learning for transfer learning based on the BCI Competition IV 2a dataset.

Split Learning "The model is trained on data from sessions of all but one
user and then retrained on the first session of the last user
with the previously initialized parameters. Finally the model
is tested on the second session of the same user." - Uran et
al. [33]

Frozen Learning "Similar to Split Learning but when the model is re- trained,
the lower layers will be frozen, thus reducing the amount of
parameters to be trained. The number of layers to be frozen
can be manually selected." - Uran et al. [33]

In our Multitask-Learning architecture we can transfer knowledge with dis-
tributed and frozen learning. We train the model with all but one subjects and
add a new head to the resulting model. The same parameters will be used and
trained with the first session of the remaining subject and tested on the second
session of the same user. This will further fine-tune the backbone and train a
complete new head. For a comparison with the Frozen Learning approach, the
backbone will be frozen. In the MTL architecture, a new head has not seen any
data yet and thus is not trained. For a better comparison of the features learned
in the backbone, we will also run an experiment where the non-frozen layers will
be reset in the baseline model. For the results, TL stands for transfer learning.
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4.5 Visualizations

For the purpose of better interpretability of our models, we have used two different
visualization methods, which are described in the following sections.

4.5.1 Input-perturbation network-prediction correlation maps

Schirrmeister et al. proposed a visualization method to help see if a trained
model actually focuses on the relevant brain signals. The visualization method
in the original paper involves perturbing input frequencies and measuring the
correlation with the change in the predictions of the model. We used a slightly
modified version from their repository, where the correlation is not measured with
the change in the outputs of the model, but with the change in the gradients in
the model [6].

4.5.2 Most-activating input windows

Using the most-activating input window method, Hartmann et al. showed for the
first time that CNNs not only learn different sinusoids from EEG data but also
exhibit complex oscillatory patterns, especially in the last convolutional layer [41].
With this method, inputs are passed through the network and the activations of
the neurons are stored after each layer. These activations can then be sorted, and
the input windows associated with the highest activations can be analyzed. We
want to use this method to show potential differences between subjects, which
could be informative regarding which subjects are suitable to train in parallel.
Furthermore, we want to identify possible differences in the learned features of
MTL models compared to single-task models.

4.6 Data set

We used the 2a Continuous Multi-class Motor Imagery data set from Brunner et
al. provided for BCI competition IV. It is therefore also referenced as BCIC IV
2a. This data set consists of 9 subjects with a cue-based BCI paradigm consisting
of four different motor imagery tasks. These are imagining movement of the left
hand, right hand, both feet and tongue. Each subject has two recorded sessions
on different days, consisting of 6 runs each with short breaks in between. One
run comprises 12 trials for each class, resulting in 48 trials per run or a total of
288 trials per session [42, 43]. To load the data sets we are using the MOABB
library [44].
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4.7 Preprocessing

The unmodified preprocessing steps used by Schirrmeister et al. are used. They
include a bandpass filter for frequencies below 4Hz and above 38Hz and an ex-
ponential moving standardization [6]. We used MNE-Python to preprocess the
data [45].

4.8 Hyperparameter optimization

While there are many public benchmarks for these CNNs on the BCIV Compe-
tition 2a dataset, the hyperparameters used are not published. To compare the
performance of our architecture, we did our own hyperparameter optimization
for all three models and used them as our hyperparameters for all experiments.

For the hyperparameter selection, the tool Weights & Biases [46] was used in
a bayesian optimization configuration. It uses the principles of Bayes rules 4.2
and a Gaussian process to model the relationship between parameters and the
metric that is being minimized or maximized. It chooses parameters to optimize
the probability of improvement. The parameters in table 4.2 were optimized.
For defining the parameters a grid search was done on each model first to narrow
down the range for the values.

P(metric|hyperparameter) = P(hyperparameter|metric)P(metric)
P(hyperparameter)

(4.2)

Parameter batch size drop prob layer split learning rate weight decay

Values 12,32,64 0.1-0.9 1,2,3,41 0.005-0.02 0.0001-0.1

Table 4.2: Hyperparameter Search Configuration.

4.9 Baselines

We used the respective single-task counterparts to the models as baselines. For
the baselines, we both trained each subject individually (referred to as single) and
all subjects together (referred to as pooled). For methods that aim to improve
the performance of our MTL models (such as pretraining or task weighting) we
compared the results to the same MTL model trained without these methods.

1For ShallowFBCSPNet only 1,2 was configured.
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4.10 Experiments

For all experiments, we used a cropped training strategy that was adapted by
Schirrmeister et al. [6], which uses crops, i.e. sliding input windows within a
trial. This leads to many more training examples for the network. We used the
training session of the data set to train the model and test it with the evaluation
session. For each experiment, 10 runs were executed with random seeds and the
results were averaged.

Hyperparameter optimization To maximize performance in our environ-
ment, a hyperparameter optimization will be
run, in particular to find out where to split
each model in a MTL architecture to maxi-
mize performance. (See 4.8 )

Multi-task learning To evaluate the performance of each model in
the MTL architecture, we trained the models
with all 9 subjects, thus having 9 heads.

Forwarding to all heads The heads will see all samples, but the ones
not corresponding to the subject will be la-
beled as irrelevant. (See 4.1.1)

Transfer Learning To evaluate the transferability of the learned
features, the model will be trained with 8
subjects. For the remaining subject, a new
head will be added to the model. For one
experiment the backbone will be fine tuned
and the new head trained, and one time the
backbone will be frozen so only the new head
is trained (See 4.4). For comparison, we will
train the single task equivalent of the model
with 8 subjects and fine tune it with the re-
maining subject, freeze the same layers as in
the backbone of the MTL model and once
with also resetting the not frozen layers.

Pretrained models We will train the MTL model with loaded
pretrained backbone, heads, per subject
heads and both backbone and heads, which
are based on the single task counterpart of
the MTL model. (See 4.2)

Task weighting All experiments will be run once with task
weighting turned on and once turned off. (See
4.3)
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Layer split sensitivity To evaluate the models’ sensitivity to layer
splits, we will train the MTL architecture
from layer split 0, which is equivalent to sepa-
rate models per subject, up to layer split 5 for
MTL Deep4Net and MTL EEGNet and layer
split 3 for MTL ShallowFBCSPNet, which is
equivalent to pooled training.

4.11 Performance evaluation & statistics

To evaluate model performance we will use multiple metrics: a confusion matrix,
validation accuracy, visualization of input windows and correlation maps. We will
split the data set between the two sessions and use the first one as test and the
second session as validation. We will not mix sessions, as it is not best-practice
in BCI [47].



Chapter 5

Results

In this chapter, the results of the experiments are shown. Unless stated otherwise,
results and visualizations of the plain models are shown (i.e., without pretraining,
task weighting, etc., thus differing from the baseline only in architecture).

5.1 Validation of multi-task learning implementation

We used the braindecode library [6] for the Deep4Net, EEGNet and ShallowF-
BCSPNet models. We implemented our MTL architecture and their evaluation
ourselves. To ensure a fair comparison, we first validated our implementation.
We used the same hyperparameters for the models as in MTL and trained each
subject in a single task experiment for 10 runs. Using the same preprocessing
(4Hz - 38Hz), time window (4s, offset -0.5) and cropped windows, we compared
the models to our MTL implementation in a single head configuration for each
subject. Table 5.1 shows that for all three models, we reached similar performance
with statistically insignificant differences.

Model Single Task MTL p

Deep4Net 60.78 60.93 p = .98
EEGNet 68.91 68.94 p = .432
ShallowFBCSPNet 69.53 68.86 p = .084

Table 5.1: Results for validation of multi-task learning implementation.
The results are given in percent. Single Task refers to the base model implemen-
tation by braindecode[6]. MTL refers to our implementation.

23
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5.2 Result 1: Deep4Net

5.2.1 Layer split sensitivity

The MTL Deep4Net performs best with a layer split at 1. The accuracy rises
significantly from the layer split 0, which corresponds to the single subject trained
Deep4Net, to 1 and from there decreases in performance up to layer split 4. With
layer split 5, the model reaches the level of performance of the pooled training
strategy. As layer split 1 is the best performing split in MTL Deep4Net, this
indicates that more complex heads perform better. (See ’Layer Sensitivity’ in
Figure 5.1)

5.2.2 Comparison of multi-task architecture to single-task archi-
tecture performance

Overall, the MTL Deep4Net performed better than the baseline Deep4Net on
single and pooled training on absolute accuracy (see 5.2). The accuracies per
subject can be found in ’Multihead’ from Figure 5.1. Compared to the pooled
training, the MTL Deep4Net achieved worse accuracy on subject 5 and 9, but
better on every subject compared to the single trained model.

Dataset Mode Deep4Net MTL Deep4Net

BCIC IV 2a single 60.78 +7.70*
BCIC IV 2a pooled 64.91 +3.56**

Table 5.2: Decoding accuracy of Deep4Net baseline and of MTL
Deep4Net. The Deep4Net results are given in percent and MTL Deep4Net
in absolute percent increase. BCIC IV 2a: BCI Compeition Dataset IV 2a.
Mode: single refers to single subject training and pooled to all subjects trained.
(Wilcoxon signed-rank test, *:p = .002, **:p = .019)

5.2.3 Forwarding all subjects to all heads

As visible in the "Forward to all heads" plot in figure 5.1, forwarding all data
to every head underperforms in the MTL Deep4Net enormously, i.e., 47.48% vs
68.48% (Wilcoxon signed-rank test, p = .002).

5.2.4 Transfer learning performance

For the Deep4Net, the frozen and reset layers perform worse with -11.58% and
-12.49% than the Deep4Net TL baseline. This might be because the frozen
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layers, which represent the backbone in the MTL architecture, do not generalize
enough in a pooled training setting for an unseen subject. The MTL Deep4Net
TL approach reached an +2.42% in accuracy compared to the baseline and an
even higher accuracy with a frozen backbone of +6.96% (See figure 5.3). With a
frozen backbone the MTL Deep4Net performs only -0.37%, which is statistically
insignificant (Wilcoxon signed-rank test, p = .86), worse in transfer learning than
the MTL Deep4Net with the subject already trained. This hints at the fact that
the backbone of MTL Deep4Net learns more generalized features for EEG data,
which can be better shared amongst subjects than its single task counterpart.

Deep4Net
TL

Deep4Net
TL frozen

Deep4Net
TL frozen
reset layers

MTL
Deep4Net TL

MTL Deep4Net
TL frozen

61.14 49.57 48.65 63.56 68.11

-11.58* -12.49* +2.42** +6.96*

Table 5.3: Transfer Learning Results for MTL Deep4Net. The results in
the first row are given in percent and the values of the second row are in absolute
percent increase compared to Deep4Net TL. Stars indicate statistically significant
differences. (Wilcoxon signed-rank test, *:p < .001, **:p = .036)

5.2.5 Pretrained models

Figure 5.4 shows how using a pretrained model for the MTL Deep4Net has not
caused any significant performance change, except for the pretrained backbone
with the pretrained head based on a pooled Deep4Net. While the result is sta-
tistically significant, it might also be achievable with more training epochs.

MTL
Deep4Net

backbone head per subject
head

backbone
+ head

backbone +
per subject

head

68.47 +0.33 +0.27 -0.11 +1.03* +0.29

Table 5.4: Pretrained Results for MTL Deep4Net. The MTL Deep4Net
result is given in percent and the values for each pretraining type in absolute
percent increase. Stars indicate statistically significant differences. (Wilcoxon
signed-rank test, *:p = .01)
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Figure 5.1: MTL Deep4Net Results: Multi-task learning, transfer learning,
forward to all heads and layer sensitivity. Values in brackets are average accura-
cies.
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5.3 Result 2: EEGNet

5.3.1 Layer split sensitivity

The MTL EEGNet performs best with a layer split at 0, which corresponds to
the single subject trained EEGNet. The accuracy is significantly reduced from
layer split 1 to 4, and from layer split 5 onward, performance improves, reaching
the same level of the performance of the pooled training strategy. Layer split 1
being the best performing split in MTL EEGNet indicates that more complex
heads perform better. (See ’Layer Sensitivity’ in Figure 5.2)

5.3.2 Comparison of multi-task architecture to single-task archi-
tecture performance

The MTL EEGNet performed overall worse than the baseline EEGNet on single
training on absolute accuracy but higher compared to pooled training (see 5.2).
The accuracies per subject can be found in figure ’Multihead’ 5.1. Compared to
the pooled training, the MTL EEGNet achieved a better accuracy on subject 7,
8 and 9, but worse on every subject, except 8, compared to the single trained
model.

Dataset Mode EEGNet MTL EEGNet

BCIC IV 2a single 66.80 -1.28*
BCIC IV 2a pooled 62.97 +2.55**

Table 5.5: Decoding accuracy of EEGNet baseline and of MTL EEGNet.
The EEGNet results are given in percent. BCIC IV 2a: BCI Compeition Dataset
IV 2a. Mode: single refers to single subject training and pooled to all subjects
trained. (Wilcoxon signed-rank test, *:p = .002, **:p = .032)

5.3.3 Forwarding all subjects to all heads

As visible in the "Forward to all heads" plot in figure 5.2, forwarding all data to
every head performs slightly better on subject 2, 3 and 7 with the MTL EEGNet
but drops in accuracy for every other subject. On average forwarding to all heads
results in accuracy of 63.66% vs 65.52% with the default MTL EEGNet model.
(Wilcoxon signed-rank test, p = .002).

5.3.4 Transfer learning performance

For the EEGNet the frozen and reset layers perform worse with -4.35% and -
4.29% than the EEGNet TL baseline. This might be because the frozen layers,
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which represent the backbone in the MTL architecture, do not generalize enough
in a pooled training setting for an unseen subject. The MTL EEGNet TL ap-
proach reached an -0.66% in accuracy compared to the baseline and an even worse
accuracy with a frozen backbone of +4.32% (See figure 5.6). The MTL EEGNet
TL performs +1.1% better than the default MTL EEGNet model, which is sta-
tistically insignificant (Wilcoxon signed-rank test, p = .731). This hints at the
fact that that the backbone of MTL EEGNet for transfer learning learns similar
generalized features for EEG data as the MTL EEGNet.

EEGNet
TL

EEGNet
TL frozen

EEGNet
TL frozen
reset layers

MTL EEGNet
TL

MTL EEGNet
TL frozen

67.29 62.94 62.99 66.62 62.97

-4.35* -4.2* -0.66 -4.32*

Table 5.6: Transfer Learning Results for MTL EEGNet. The results in
the first row are given in percent and the values of the second row are in absolute
percent increase. Stars indicate statistically significant differences. (Wilcoxon
signed-rank test, *:p < 0.001)

5.3.5 Pretrained models

Figure 5.7 shows the use of a pretrained model for the MTL EEGNet has not
caused any significant performance change, rather resulted in a decrease in accu-
racy. While the result is statistically significant, it might also be achievable with
more training epochs.

MTL
EEGNet

backbone head per subject
head

backbone
+ head

backbone +
per subject

head

65.52 -0.32 -0.32 -0.44 -0.14 -0.83

Table 5.7: Pretrained Results for MTL EEGNet. The MTL EEGNet result
is given in percent and the values for each pretraining type in absolute percent
increase. There is no statistically significant difference. (Wilcoxon signed-rank
test, *:p > .13)
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Figure 5.2: MTL EEGNet Results: Multi-task learning, transfer learning, for-
ward to all heads and layer sensitivity. Values in brackets are average accuracies.
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5.4 Result 3: ShallowFBCSPNet

5.4.1 Layer split sensitivity

The MTL ShallowFBCSPNet performs best with a layer split at 0, which corre-
sponds to the single subject trained ShallowFBCSPNet. The accuracy decreases
significantly from the layer split 1 to 2, and from there increases in performance
by layer split 3, which is the performance of the pooled training strategy. Layer
split 1 is the best performing split in MTL ShallowFBCSPNet, which indicates
that more complex heads perform better. (See ’Layer Sensitivity’ in Figure 5.3)

5.4.2 Comparison of multi-task architecture to single-task archi-
tecture performance

The MTL ShallowFBCSPNet performed slightly worse than the baseline Shal-
lowFBCSPNet on single and better compared to pooled training on absolute
accuracy (see 5.2). The accuracies per subject can be found in figure ’Multihead’
5.1. Compared to the pooled training, the MTL ShallowFBCSPNet achieved a
better accuracy on subject 7, but failed to perform better on every other subject.
The single task trained ShallowFBCSPNet had a higher accuracy on every sub-
ject compared to the MTL architecture. This hints that for a MTL architecture
to perform well, more complex networks are needed where the ShallowFBCSPNet
for its shallow design is not suited.

Dataset Mode ShallowFBCSPNet MTL ShallowFBCSPNet

BCIC IV 2a single 69.53 -1.90*
BCIC IV 2a pooled 61.72 +5.92**

Table 5.8: Decoding accuracy of ShallowFBCSPNet baseline and of
MTL ShallowFBCSPNet. The ShallowFBCSPNet results are given in per-
cent. BCIC IV 2a: BCI Compeition Dataset IV 2a. Mode: single refers to single
subject training and pooled to all subjects trained. Stars indicate statistically
significant differences. (Wilcoxon signed-rank test, *:p = .335, **:p < .001)

5.4.3 Forwarding all subjects to all heads

As visible in the "Forward to all heads" plot in figure 5.3, forwarding all data to
every head performs in MTL ShallowFBCSPNet slightly worse on some subjects.
No subject could benefit from the added samples and the model had difficulties
to identify samples of subject 3, which results in the poor accuracy. On average,
forwarding to all heads results in accuracy of 59.42% vs 67.63% with the default
MTL ShallowFBCSPNet model. (Wilcoxon signed-rank test, p = .002).
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5.4.4 Transfer learning performance

For the ShallowFBCSPNet, the frozen and reset layers perform worse with -24.5%
and -24.29% than the ShallowFBCSPNet TL baseline. This might be because
the frozen layers, which represent the backbone in the MTL architecture, do
not generalize enough in a pooled training setting for an unseen subject. The
MTL ShallowFBCSPNet TL approach reached a -7.47% in accuracy compared
to the baseline and an even worse accuracy with a frozen backbone of -8.94%
(See figure 5.9). The MTL ShallowFBCSPNet TL performs +1.1% better than
the default MTL ShallowFBCSPNet model, which is statistically insignificant
(Wilcoxon signed-rank test, p = .731). This hints at the fact that the backbone of
MTL ShallowFBCSPNet for transfer learning learns similar generalized features
for EEG data as the MTL ShallowFBCSPNet.

ShallowNet
TL

ShallowNet
TL frozen

ShallowNet
TL frozen
reset layers

MTL
ShallowNet TL

MTL
ShallowNet TL

frozen

69.42 44.87 45.13 61.95 60.48

-24.5 -24.29 -7.47 -8.94

Table 5.9: Transfer Learning Results for MTL ShallowFBCSPNet. The
results in the first row are given in percent and the values of the second row are
in absolute percent increase. (Wilcoxon signed-rank test, p < .001)

5.4.5 Pretrained models

Figure 5.4 shows the use of a pretrained model for the MTL ShallowFBCSPNet
has not caused any significant performance change, rather resulted in a decrease
in accuracy. The result are statistically insignificant.

MTL
ShallowNet

backbone head per subject
head

backbone
+ head

backbone +
per subject

head

67.64 -0.08 -0.08 -0.14 +0.65 +0.21

Table 5.10: Pretrained Results for MTL ShallowFBCSPNet. The MTL
ShallowFBCSPNet result is given in percent and the values for each pretraining
type in absolute percent increase. There is no statistically significant difference.
(Wilcoxon signed-rank test, *:p > .13)
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Figure 5.3: MTL ShallowFBCSPNet Results: Multi-task learning, transfer
learning, forward to all heads and layer sensitivity. Values in brackets are average
accuracies. For layout reasons ShallowFBCSPNet is shortened to ShallowNet in
this figure.
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5.5 Result 4: Task weighting

The level of performance with task weighting decreased slightly on average and
the learned coefficients were similar for all subjects. Some subjects benefitted
slightly, while others saw their performance decrease. As seen with forwarding
to all heads for MTL EEGNet (see 5.3.3) the model has the best capabilities of
the three models to differentiate between subjects. The learned coefficients for
MTL EEGNet demonstrated the biggest difference between subjects, but had no
big effect on training performance. When setting weights manually, one could
observe that accuracy for single subjects improved, but to the detriment of the
accuracy of other subjects. 5.11

Coefficients change in
accuracy

Subject 1 0.6763 -0.84%
Subject 2 0.8713 +0.61%
Subject 3 0.6448 -1.65%
Subject 4 0.8487 +0.49%
Subject 5 0.8217 -1.04%
Subject 6 0.8686 -0.82%
Subject 7 0.7117 +0.39%
Subject 8 0.7037 -0.31%
Subject 9 0.5775 +0.73%

Table 5.11: Weight coefficients of MTL EEGNet. The learned coefficients
for each task by the MTL EEGNet model. Change in accuracy is in comparison to
the MTL EEGNet without weights. There is no statistically significant difference
(Wilcoxon signed-rank test, p > .492).
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5.6 Result 5: Confusion matrices

To examine the performance of the models with respect to the different classes,
we will present their confusion matrices below. Models that performed above
average (compared to other runs of the same model) were used to obtain the
confusion matrices, so that potential differences between architectures would be
more visible. In Figure 5.4, we compare the confusion matrices yielded by the
models that were trained using the pooled training strategy to the corresponding
MTL models. Overall, classification accuracy is balanced across classes for all
models. While the confusion matrices are generally similar, slight improvements
in classification accuracy can be observed for the MTL models. Both versions of
Deep4Net seem to have a bias towards one of the hands, in the sense that they
tend to confuse other labels with one of the hands more often. With the EEGNet,
it can be seen that the MTL counterpart mistakes the feet or tongue for one of
the two hands less often, while the tongue and feet are still mixed up approxi-
mately equally often. The MTL ShallowFBCSPNet confuses the two hands less
frequently compared to the single-task trained ShallowFBCSPNet. The tongue
is less confused with the feet, while the reverse is not true and in fact happens
to a worse degree.

Figure 5.5 shows the confusion matrices of the MTL models trained with the
strategy of forwarding the data of all subjects to all heads. As already apparent
from the respective section of results 1-3, the Deep4Net performs significantly
worse with this strategy compared to the other two models. It seems that the
Deep4Net has difficulty associating the subject’s data from a new session with the
subject (and therefore classifies the samples as belonging to a different subject).
It is particularly noticeable that the tongue is almost never correctly identified.
In contrast, samples containing motor imagery of the right hand are correctly
classified in nearly all cases.
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¨

Figure 5.4: Confusion matrices for all models trained on the pooled
subjects (left) and their MTL counterparts (right). Note that the scale
of the Deep4Net differs from those of the other models, hence comparisons across
these models should not be made based on color intensity.
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¨

Figure 5.5: Confusion matrices for the three MTL models when using
the strategy to forward the data of all subjects to all heads. As labels
change depending on the subject, subject 1 (performance above average compared
to other subjects) is shown as an example. The matrices were obtained by using
subject-specific data only; as a result, the row for the label irrelevant (to be
predicted when a sample does not belong to the given subject) is empty.
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5.7 Result 6: Input-perturbation network-prediction
correlation maps

The MTL Deep4Net seems to rely more on frequencies in the beta band for clas-
sification than the single-task model. The mean absolute gradient in the classifier
layer that arises when the amplitude of the input frequencies is perturbed shows
higher and narrower peaks in the beta band for most subjects, except for poorly
performing subjects such as subject 2 and subject 5. The mean absolute gradient
in the classifier layer for subject 1 is shown in Figure 5.6. A similar effect can be
observed for the MTL EEGNet, but not for the MTL ShallowFBCSPNet, where
the mean absolute gradient remained similar to its single-task counterpart.

In Figure 5.7, one can see that the frequencies in the beta band that are
relevant for classification also originate at the expected source (at least for the
right and left hand). For the MTL model, clearly defined spatial correlations
with the electrodes C3 and C4 that are placed over the sensorimotor regions
associated with hand movement are apparent in the beta band, while for the
pooled Deep4Net this is only visible for the right hand. In return, a spatial
correlation with the electrode CPz (associated with movement of feet) for the
classification of feet can be seen in the alpha band. Much less spatially defined
correlations are seen for the Deep4Net that was trained on only one subject.



5. Results 38

Figure 5.6: Mean absolute gradient in the classifier layer when perturbing
amplitude of input frequencies for subject 1.
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Figure 5.7: Scalp plots of input-perturbation network-prediction corre-
lation maps for the classifier layer in the alpha and beta bands for subject
1. The colors indicate the correlation coefficient (min: blue, max: red).
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5.8 Result 7: Most-activating input windows

The features used by the models become more complex from lower to higher
layers, which is expected when using ConvNets. The respective single most-
activating input windows for the Deep4Net (for electrode C4) when using data
from subject 1 are shown in Figure 5.8 as an example. One can see that features
evolve across layers from parts of simple sinusoids into complex oscillatory pat-
terns. The ShallowFBCSPNet, due to the small number of layers, was not able to
learn such complex features. However, the features in the first layer are already
slightly more complex compared to the features in the first layer of the Deep4Net.
The characteristics of the features in the second layer are similar to those of the
third layer of the deeper model. Unfortunately, due to implementation challenges
relating to architectural differences, we were not able to obtain these plots for
the EEGNet.

We hypothesized that the features would reflect differences between the sub-
jects. While the exact features varied from subject to subject, the characteristics
of those are very similar across subjects. Quantifying the differences is difficult;
unfortunately, we could not use these feature visualizations to make statements
about the similarity of subjects to each other. However, for subject 4 (which
benefited the most from MTL with Deep4Net), we analyzed the features in the
first layer. We estimated the frequency of the features by fitting a sinusoidal
function. We could see that the preferred frequency differed between training
strategies. Namely, for example for the Beta band, the frequency increased from
just under 13Hz for the single model to 15.6Hz for the pooled model to almost
17Hz for the MTL model. Due to time constraints, an analysis for other subjects
was omitted.



5. Results 41

Figure 5.8: The respective most-activating input window for the MTL
Deep4Net with data from subject 1 in the beta band for all layers up to the
last one before the classifier layer.



Chapter 6

Discussion and outlook

6.1 Conclusions

Our results show that MTL is able to improve the performance of CNNs on de-
coding MI-EEG signals, but whether performance does improve is dependent on
the underlying architecture. In the following section, we will discuss possible
reasons for the difference in results between architectures.

Of the models evaluated, only the Deep4Net was able to achieve higher accu-
racy when using MTL compared to both single and pooled strategies (result 1).
The two other models, EEGNet and ShallowFBCSPNet, both perform best when
a separate model is used per subject (result 1-2). Sharing the first layer, however,
performs better compared to pooled training (i.e. sharing all layers). One reason
for the Deep4Net being able to profit from MTL could be its ability to learn com-
plex features. This is supported by Zhang et al., according to which deep MTL
models perform better on images than shallow models, since they learn more
powerful feature representations [30]. In contrast, Caruana finds that the useful-
ness of MTL is independent of network size [28]. Therefore, it cannot be ruled out
that the gain in performance was not achieved by sharing knowledge, but possi-
bly only by a regularization effect. Whereby, one could discuss whether such a
regularization effect represents an implicit sharing of knowledge. The apparent
greater emphasis on frequencies in the beta band in the Deep4MTL compared
with the single and pooled models (result 6), and the increased performance, may
indicate knowledge sharing between subjects. We believe that more focus being
laid on the beta band might be due to event related potentials in the beta band
frequencies being more consistent across subjects compared to frequencies in the
alpha band, and that the MTL model is able to exploit this better. A similar
effect was observed with the EEGNet, and yet, the desired outperformance of the
single model was not achieved with MTL. It did, however, improve performance
over the pooled model. The Deep4Net is also the only model for which pooled
training achieves better results than training subjects individually. It has more
learnable parameters than the other two models, and therefore requires more
examples to avoid overfitting on the training data. Thus, it seems reasonable

42
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that it benefits from more samples. With using MTL we show that apparently
it is sufficient and even improves performance when only lower layers are pro-
vided with the additional training samples. The number of parameters of the
shallow model is closer to the number of parameters of the deep model than to
that of the EEGNet (Deep4Net: 170’000, ShallowFBCSPNet: 100’000, EEGNet:
1’000; approximate values from [31]). Therefore, based only on the capacity of
the models, one might expect more similar results between the Deep4Net and the
ShallowFBCSPNet.

Another notable difference from the Deep4Net to the other two models is the
following: The Deep4Net was intended as a general decoder for brain signals. It
is inspired by computer vision models and is not specifically designed for decoding
EEG data (except that the input layers have been adapted for EEG input). In
contrast, the other two models incorporate expert knowledge in EEG decoding.
The ShallowFBCSPNet was implemented analogously to the FBCSP pipeline,
one of the most successful methods in decoding EEG data. EEGNet was also
designed specifically for this task. In result 5, it can be seen that the two models
had significantly less difficulty distinguishing different subjects compared to the
Deep4Net. This suggests that the internal representations of subjects in the two
models specialized for EEG are more distinct from each other. We believe it is
possible that this leads to more conflicting gradients when sharing layers (and
through this to negative transfer), which could be the reason why these two mod-
els perform worse with the pooled training strategy compared to single-subject
training. When sharing less layers (e.g. by using MTL with layer split 1), the
performance is again increased.

Regarding the sensitivity of the models to the layer split, it can be confirmed
that the features in the lowest layers (where temporal and spatial convolutions
are performed by the evaluated models) have the highest transferability.

The transfer learning performance for the Deep4Net could be improved by
using MTL. This indicates that the learned backbone is more general compared
to the same layers of the single and pooled trained Deep4Nets. However, the
single and pooled trained models might perform better with a different approach,
such as transferring other layers. No improvement was achieved in this area for
the other models.

Task weighting did not provide an advantage for any of the MTL models. We
suspect that it is due to the fact that our tasks, despite the high inter-subject
variability, are still more similar to each other compared to tasks in typical use
cases of MTL. This is supported by the fact that the learned weights were more
different for models that performed better with the forward all training strategy.
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6.2 Limitations

We were not able to achieve the performances of the models published in the re-
spective papers. We attribute this to less extensive hyperparameter optimization.
Since we make our comparisons among models with the same hyperparameters,
this does not affect the validity of our comparisons. The data set we used is very
small. With more subjects, different results may possibly be obtained. The use
of visualization methods resulted in a very large number of plots that had to be
considered. We looked for changes across subjects and models that seemed con-
sistent, and showed them using an example. However, most of these differences
found are subject to our perception and have not yet been quantified.

6.3 Future work

Our conclusions suggest, above all, a need to prevent negative transfer of knowl-
edge. We see several ways to address this. One could try a different MTL
architecture, which also learns what to share, e.g. sluice networks. Another way
would be to cluster the subjects so as not to train subjects with together that
negatively affect each other. However, we are not sure which metric would be
suitable for this. If this were achieved, heads could also be used for groups for
subjects instead of only individual subjects. Finally, the use of an optimizer
specifically designed for MTL could be beneficial, such as the recently proposed
PCGrad [48].
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C.1 Architectures

Figure C.1: ShallowFBCSPNet architecture [6].
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Figures C-2

Figure C.2: Deep4Net architecture [6].



Figures C-3

Figure C.3: EEGNet architecture [31].
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