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Zusammenfassung

Speaker-Clustering beschreibt das Gruppieren von mehreren gesprochenen Segmenten zu
verschiedenen Sprechern, ohne die Anzahl der Sprecher oder die einzelnen Sprecher selbst
zu kennen. In den vergangenen Jahren wurden dafiir am Institut fiir angewandte Infor-
mationstechnologie der ZHAW mehrere Anséatze basierend auf Deep Learning entwickelt.
Die erzielten Resultate dieser Ansétze waren vielversprechend, jedoch haben sich kleinere
Unterschiede im Evaluationsprozess der jeweiligen Ansétze eingeschlichen. Aus diesem
Grund waren die Resultate nicht komplett miteinander vergleichbar.

Das Ziel dieser Arbeit ist, die drei Ansétze " Luvo”, ”Pairwise_Kldiv” und ”Pairwise_Lstm”
zu vergleichen. Um dies zu tun, miissen die Ansétze unter gleichen Voraussetzungen
evaluiert werden um den vielversprechendsten Ansatz bestimmen zu konnen. Zusétzlich
sollen die Deep Learning Ansétze mit klassischen Speaker-Clustering-Ansétzen verglichen
werden, um die erzielten Resultate besser einordnen zu konnen.

Um dieses Ziel zu erreichen haben wir ein Benchmarking-System mit einem verbesserten
Experimentaufbau entwickelt. Damit konnen wir vergleichbare und sinnvolle Resultate
garantieren, indem wir bestehende Unterschiede der Ansétze eliminieren. Zusétzlich haben
wir ein GMM- und I-Vector-Ansatz in das System eingebaut. Die Resultate dieser beiden
klassischen Speaker-Clustering-Ansétze dienen als Referenzwerte, welche es zu iibertreffen
gilt. Um aussagekréftige Resultate zu bekommen, haben wir vier Metriken eingefiihrt aus
welchen sich verschiedene Riickschliisse aus den Resultaten ziehen lassen.

Die Arbeit konnte die Deep Learning Ansétze nicht abschliessend vergleichen. Die durchge-
fiihrten Experimente deuten an, dass die Ansétze optimiert werden miissen, um ihr Po-
tential im neuen Experimentaufbau ausschopfen zu kénnen. Ausserdem hat sich gezeigt,
das der Pairwise_Lstm Ansatz optimiert wurde, in dem die Inputdaten in kleinere Seg-
mente unterteilt werden. Dies konnte auch fiir Luvo und Pairwise_Kldiv eine lohnenswerte
Verbesserung sein und miisste fiir einen aussagekréftigen Vergleich untersucht werden.






Abstract

Speaker clustering describes the task of grouping multiple spoken samples by the speakers
without previously knowing the speakers or even how many different speakers there are.
In the past few years multiple approaches based on deep learning have been developed
at the ZHAW Institute of Applied Information Technology (InIT). The results of these
approaches were promising but there were small differences in the evaluation processes.
Therefore the results were not fully comparable between each other.

The goal of this work is to benchmark three deep learning approaches called Luvo, Pair-
wise_Kldiv and Pairwise_Lstm. To do this, the approaches have to be evaluated under
the same circumstances in order to find the most promising approach. Additionally, it
should be possible to compare the deep learning approaches to classical speaker clustering
approaches to better classify the achieved results.

To achieve this goal we built a benchmarking system with an improved experimental
setup to guarantee comparable and meaningful results by eliminating the differences in the
evaluation processes. Additionally, we implemented a GMM and I-Vector approach into
the benchmarking system. The results of these two classical speaker clustering approaches
are used as the baseline the deep learning approaches should outperform. To obtain
meaningful results we defined four metrics that each provide a different insight regarding
the quality of the results.

This work could not definitely benchmark the different deep learning approaches. The
conducted experiments indicate that the deep learning approaches have to be optimised
to reach their full potential in our experimental setup. Furthermore, it was discovered
that the Pairwise_Lstm approach has been optimised by dividing the input into smaller
segments. This could also be a possible improvement for Luvo and Pairwise_Kldiv and
must be investigated for these approaches for a meaningful benchmarking.






Preface

After our project work within the field of Reinforcement Learning we decided that, while
we could have further expanded our knowledge in this subject, we wanted to explore a
different field of Machine Learning. We imagined that we could take our expertise about
already used technologies into a new project but also wanted to extend our knowledge to
other Al subjects. We found all of the above in this Bachelor thesis where we could learn a
lot about the speaker clustering task. We expanded already existing code and read about
different approaches that were worked out in previous Bachelor theses by other students.
This required that we dive deep into the whole subject as we needed to understand every
approach to a certain degree. We saw this as a fitting challenge and were eager to work
on this Bachelor thesis.

Before we started working with the already provided code base we received an updated
version from Claude Lehmann and Christian Lauener. In their Bachelor thesis they were
working on integrating a new data set into the project and already fixed some bugs in the
code base. Especially in the beginning they helped us to get the code working and further
exchange with them had a positive influence on our project.

Despite this help we had some problems to get the code working. Some parts of the code
did not work from the beginning and the code required much of our attention while we
also studied the fundamentals of the speaker clustering task and the already developed
deep learning approaches.

Luckily, afterwards the work on the code base was pleasant. While we were trying to
implement our features to benchmark the different approaches we also tried to implement
them as clean as possible and fixed various bugs and code smells as we saw them. In the
end we were satisfied with our updated version of the code and are sure that it is now easier
to understand for future teams that work on this task. The benchmarking system should
help future teams to get results that provide more information about the performance of
an approach and also serve as a sound environment for all approaches.

This project was an interesting experience where we learned a lot about state of the art
as well as experimental approaches and speaker clustering in general. We are happy to
end our Bachelor studies with such an interesting work. In the end we want to thank
our supervisor Dr. Thilo Stadelmann. He helped us to better understand the speaker
clustering task, gave us additional resources and information when we needed them and
motivated us to create the best possible version of this work. We also want to thank Gian
Sporndli and Urs Sonderegger for proofreading this work.
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1. Introduction

Speaker recognition comes in three different flavours. Firstly, there is speaker identifica-
tion, where a system can decide if a sample belongs to a specific, known person or not.
Secondly, with speaker clustering a system decides for multiple spoken samples which sam-
ple belongs to which speaker without knowing the speakers in advance. Finally, speaker
diarization means that a system can automatically split a recording into slices and iden-
tify which slices were spoken by whom, even if no speakers were previously known to
the system. Over the years, different approaches have been developed for all of these
problems.

In 1995, speaker recognition was approached by using Gaussian mixture models (GMM).
The idea of this approach is to approximate the characteristics of all speakers during
training. When given a spoken segment of a speaker, the system would calculate which
characteristics best fit to the given input and identify which speaker it belongs to. With
this idea, the system was quite successful at identifying speakers.

Later, in 2010, a new way of representing a speaker, the I-Vector, has been introduced.
This system was based on a more mathematically sophisticated model to represent a
speakers characteristics. This approach has proven to be successful and became state of
the art for speaker recognition.

With deep learning gaining popularity by solving more and more complex problems with
neural networks, it was soon also applied to speaker recognition. The basic idea there is,
that neural networks can learn to distinguish speakers without any previous knowledge
about speakers or their voices. These neural networks have opened new doors to develop
speaker recognition systems. Thus, the Institute of Applied Information Technology (InIT)
at ZHAW has developed different deep learning approaches in the past years, some of which
have shown promising results.

1.1. Motivation

In previously conducted Bachelor theses at the Institute of Applied Information Technol-
ogy (InIT), different deep learning approaches for speaker clustering have been published.
While these methods showed promising results, they are not fully comparable to each
other due to minor differences in their evaluation process.

This work aims to create a common experimental setup and enhance the quality of all
methods in order to be able to make the results comparable. To achieve this goal, we
want to improve the evaluation process, introduce new metrics and build an I-Vector and
a GMM system in order to classify the achieved results. With these changes, we seek to
provide a benchmarking system to evaluate the speaker clustering approaches and find the
most promising approach to do further research.
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1.2. Problem Formulation

The purpose of this thesis is to benchmark different deep learning approaches for speaker
clustering. Which of the existing speaker clustering approaches performs best? This is
the question this thesis tries to answer. To find this answer we need to build a frame-
work to provide a conceptually solid foundation to compare the existing speaker clustering
approaches. The framework should also provide meaningful metrics to measure the per-
formance and former state of the art approaches as reference.




2. Related Work

Reynolds and Rose [RR95] applied Gaussian Mixture Models on the speaker identification
task. It showed good results for that time and was the state of the art approach for speaker
recognition for a long time. While it is outdated by now it serves as a good reference point
for performance comparison.

The I-Vector introduced by [DKD™10] was a new way to represent speakers by modelling
the variability of the speakers. The idea of the approach was to model the variability of
all speaker in a single matrix and extract feature vectors out of this matrix based on a
spoken sample that was fed into the system. This has proved to be successful and became
the new state of the art approach for speaker recognition.

Lukic and Vogt [LVDSI16] then applied a deep learning approach using a Convolutional
Neural Network (CNN) to speaker clustering and speaker identification tasks in their
thesis at ZHAW. The idea of this approach was to interpret internal components of such
a neural network as ”fingerprints” for the speakers. The neural network was trained to
identify a number of speakers. During this task the internal components automatically
become "unique fingerprints” of the speakers. In their paper, they stated that they have
achieved results comparable to state of the art systems of that time.

A year later, in 2017 Lukic and Vogt extended this approach in [LVDS17]. Again, they
used internal components of a CNN as fingerprints. This time they specifically trained
the neural network to produce unique fingerprints for each speaker. With this, they have
surpassed the results of their previous approach.

Subsequently, in 2018 Glinski-Haefeli and Gerber [SGHGDIS8] took this approach and
substituted the CNN for a Long Short-Term Memory Network (LSTM). The LSTMs are
specialised for sequential data, therefore it made sense to apply it to speaker recognition
since speech is naturally sequential. Again they used internal components of the neural
network as fingerprints and again they trained the network specifically to produce unique
fingerprints for each speaker.

During their project work at ZHAW, Niederer and Heusser [NH17] merged the three deep
learning approaches described above into one software suite. The suite offers a stan-
dardised interface for each approach, a clean separation of specific and common software
components and an extended documentation. In their work they also prove that the
performance of all the approaches was not influenced by their changes.

Hibraj et al. [HVSP18] used a clustering algorithm called Dominant Sets for the speaker
clustering task. They used the same data set for their paper as [LVDS16], [LVDS17] and
[SGHGD1S]|, and achieved comparable results with a CNN.



3. Fundamentals

This chapter provides an overview over the most important technologies used for speaker
clustering, especially within the scope of this work. Where needed, we provide further
resources for readers keen on understanding the technology in greater detail.

3.1. Spectrograms

Audio files can be converted into spectrograms. Spectrograms visualise the intensity of a
frequency band over time. The colours indicate how much a frequency range is emphasized.
A spectogram of an audio file is visualized in Figure [3.1

7.0d8

3548

0.0d8

Figure 3.1.: Spectrogram of a recorded speaker. (Original by [GEIT])

Although frequencies are usually given in Hertz, the frequency scale of spectrograms is of-
ten given in the Mel scale. This scale is inspired by the human perceptible range of frequen-
cies. Therefore, such spectrograms are often calles Mel-Spectrogram or Mel-Frequency
spectrograms.

3.2. Mel-Frequency Cepstral Coefficients

Another form of representation of audio are the Mel-Frequency Cepstral Coeflicients
(MFCC). MFCCs have frequently been used for speaker recognition for some time
Chapter 2]. MFCCs are created in five steps visualised in Figure

First, the audio is split into small frames of fixed intervals. Then, the Discrete Fourier
Transformation is calculated for each frame in step two. In the third step, only the
logarithm of the amplitude of the signal is kept, phase information is not of great use.
The result is then smoothed and transformed to Mel-Frequencies, before applying Discrete
Cosine Transform to decorrelate the components gained in step four [Log00].

4
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Figure 3.2.: Creation of MFCC features. (Adapted from [Log00])

3.3. Embeddings

To be able to do speaker clustering, the recordings of a speaker have to be transformed
into so called embeddings. An embedding can be interpreted as a feature vector that
contains all the important information of a speaker and serves as a new representation of
the input. These embeddings are created by using neural networks as a tool to extract
these important features from the input data [STST18|.

3.4. Clustering

The embeddings created by the deep learning approaches are used as the input for the
clustering. Before the actual clustering the embeddings created from sentences of the
same speaker are concatenated to a so-called utterance. The algorithm then clusters the
different utterances. The clustering used in all deep learning approaches from ZHAW is
hierarchical agglomerative clustering with complete linkage and the cosine metric [NH17].
In the beginning every cluster contains only one utterance. The hierarchical agglomerative
clustering works by connecting the nearest clusters until all clusters are linked to a single
cluster. Then we can cut the linkage at a certain threshold to get a specific number of
clusters. An example result of such a clustering can be seen in Figure [3.3




3.4. Clustering

CHAPTER 3. FUNDAMENTALS

0.025

0.020

0.015

distance

0.010

0.005

[

0.000 FLLL
T
iz

MABWO n]
MABWO

MeTko ]
ul
—
—
-

98 R 22 Rn A 8] RSS2 2022, eeaT
2200550208555 22000028 thaa LLee
22$Ep0EE==SSEEEETEdYss U esmn TR0
=5 =S==5= == ==z2=25%5 ss gt

Figure 3.3.: The result of a embeddings clustering displayed in a dendrogram. The hori-
zontal black line is the threshold on which we cut the linkage. (Original by

[SGHGD18])

To decide which clusters to link we have to define how to measure the distance between
clusters. Because we use complete linkage, we decide by searching the smallest maximum
distance between two clusters. The maximum distance is defined as the largest distance

between two data points in these two clusters.

associated equation is Equation |3.1

Figure 3.4.: A visualization of the maximum distance between two clusters.

d(u,v) = max(dist(uli],v[]]))

This can be seen in Figure (3.4

The

(3.1)

The cosine distance is used to calculate the distance between two data points in Equation
[31] It is defined in Equation [3.2

Cosine distance = 1

u-v

[l o]l

(3.2)
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3.5. Gaussian Mixture Models

This section describes the motivation of using Gaussian Mixture Models for speaker recog-
nition tasks and explains the general concepts of this approach. For more detailed infor-
mation and mathematical background, we refer to the following resources:

Recommended Resources:

e GMM for speaker clustering: Robust Text-Independent Speaker Identification Using
Gaussian Mixture Speaker Models by [RR95]

e EM algorithm blogpost: The EM Algorithm Ezplained by [Bil9]
— https://medium.com/@chloebee/the-em-algorithm-explained-52182dbb19d9

The Idea of Gaussian Mixture Models in the Field of Speaker Recognition
Gaussian Mixture Models (GMM) are weighted sums of Gaussian densities. Since every
Gaussian density is described by the mean value and the covariance, a GMM can be
described by mean vectors, covariance matrices and the mixture weights of all densities.
For speaker recognition, one GMM will represent the characteristics of one speaker [RR95),
Section II B]. Reynolds and Rose describe two motivations for modeling speakers with
GMMs: Firstly, one can intuitively think of a GMM as an underlying set of acoustic
classes. By adjusting mean, covariance and weights, the GMM represents the configuration
of these classes that make up a speakers voice. The second motivation is that GMMSs can
smoothly approximate other densities. This ability is used in speaker recognition [RR95,
Section II CJ.

Training a GMM

A GMM is trained by finding the optimal parameters (mean-, covariance values and
weights) to approximate a given target. To obtain the values, the expectation-maximization
(EM) algorithm is used. Initially, the GMM is randomly initialised. In the E-Step of the
EM algorithm, the likelihood of a data point being produced by each Gaussian density is
calculated. Given this likelihood, the EM algorithm then calculates the new parameters
of all densities in the M-Step. This can be repeated until a threshold for the likelihood is
reached.

For speaker recognition, this process is required for every speaker to approximate the
speakers utterance represented by MFCC. To identify a speaker, the likelihood of the
MFCC representation being produced by each GMM is calculated. The best GMM re-
sulting in a probability higher than a threshold, identifies the utterance being produced
by the corresponding speaker [RR95].
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3.6. I-Vector

With the following section, we introduce the basic concepts of I-Vectors. The goal is to
cover the key ideas and how an I-Vector system is used for speaker recognition. Again we
refer to the following resources for more in-depth information on the approach:

Recommended Resources:
e I-Vector concept: Front-End Factor Analysis for Speaker Verification by [DKD™10]

e Training process: An I-Vector based Approach to Training Data Clustering for Im-
proved Speech Recognition by [ZXYHI1]

The Idea of I-Vectors in the Field of Speaker Recognition

In their 2010 paper, [DKD™ 10| proposed a new way to represent speakers. The main idea
of this representation is to model the variability of speakers in order to be able to recognize
them. Before this paper, a speakers utterance was usually represented by a supervector s
that contained all the features of that utterance:

s=m+Vy+Uz+ Dz (3.3)

where m is a speaker independent component, Vy is the speaker dependent component,
Uzx is the channel dependant component and Dz is a residual. V, D are matrices that
define the speaker subspace, U is a matrix that defines the channel-subspace. z,y and z
contain the speaker and channel dependant factors that define a given utterance [DKD™10),
Chapter IIJ.

An experiment that showed that the channel dependant components also contain infor-
mation about speakers motivated a new representation for the samples supervector s:

s=m+Tw (3.4)

where, as in Equation m is the speaker independent component but Tw represents
the total variability of speaker and channel effects. Here, T is a matrix that defines the
total variability space of a speaker and w is a vector that contains the total factors of a
speaker. This vector was referred to as identity vector, short I-Vector [DKD™10, Chapter
I11].

Training an I-Vector System

The speaker independent component m in Equation is modeled as a Universal Back-
ground Model (UBM) [ZXYHI1l Section 2.1]. A UBM is a GMM as described in Section
and is also trained the same way. The UBM usually contains a large number of Gaus-
sian distributions and is trained on a large number of speakers so it is not overly tuned
to specific speakers [Rey97, Section 2.2]. With the UBM trained, the total variability
matrix can be trained next. An EM-like algorithm can be used to estimate the matrix
(vgl. [ZXYHII]:
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Initialising the matrix T’
Initialise each component 7;; of the matrix randomly.

The E-Step
Calculate the estimation of the I-Vector w using the current values of 7' for an
utterance in the training set.

The M-step
Calculate the new values to update T'

With the trained UBM and total variability matrix, the model can calculate I-Vectors of
a given utterance. These I-Vectors are then used as embeddings to cluster the speakers.

3.7. Deep Learning Approaches

In this section, we will introduce the different deep learning approaches that were de-
veloped at the InlT at ZHAW. There are three different approaches, namely ”Luvo”,
”Pairwise_Kldiv” and ”Pairwise_Lstm” as they are called. The approaches were devel-
oped in this order, each one year apart from the next. Since these approaches have been
the product of past theses, we will not go into detail about the approaches nor their un-
derlying technologies. A fundamental understanding of neural networks is recommended
for this section.

Recommended Ressources:
e CNN: Chapter 1 in Neural Networks and Deep Learning by [Niel5]
e LSTM: Article Long Short-term Memory in Neural Computation by [HS97]
e LSTM Blogpost: Understanding-LSTMs [Olal5]
— http://colah.github.io/posts/2015-08-Understanding-LSTMs/

o KL-Divergence: Paper Neural network-based clustering using pairwise constraints by
[HK15]

3.7.1. Luvo

In their 2016 paper, Lukic and Vogt [LVDSI16] describe their method called ”Luvo” that
applies a Convolutional Neural Network (CNN) to a speaker recognition task. CNNs
have been proven to perform well when recognizing and analyzing images. Therefore the

fundamental idea is to convert the spoken samples into spectrograms that can be fed into
a CNN.
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Figure 3.5.: The different layers of the Convolutional Neural Network used for Luvo. (Orig-
inal by [LVDS16].)

As shown in Figure the CNN consists of multiple layers. Each layer consist of multiple
nodes, so called neurons. The first layer of the network consists of F'z1 neurons where
F is the frequency and T the time axis of a single spectrogram. A spectrogram displays
128 frequency elements and is divided into segments of one second each. This leads to
an input dimension of 1282100. There are multiple large layers on top, the hidden layers,
that are used to analyze the spectrogram and predict which speaker it belongs to. For this
purpose, each layer will forward its values to his immediate successor. Finally, the last
layer, the softmax layer, consists of as many nodes as there are speakers in the training set.
This layer represents the prediction of the neural network. Every node in this layer can
be thought of as a light bulb belonging to a specific speaker. The neural network switches
on the light bulb belonging to the speaker it has identified. While the predictions will
be random at the beginning, the neural network will optimize the neurons in the hidden
layers over time to improve the predictions.

Since the last layer can only classify the number of speakers in the training set, this is not
sufficient to cluster unknown speakers that have not occurred during training. To cluster
speakers, the last layer is omitted and the second last layer L7 in figure [3.5] is used for
this. One can argue that if the last layer produces different outputs for every speakers,
the values in the hidden layers must be unique to a certain degree as well. Therefore,
the values of one of the hidden layers can be interpreted as a fingerprint for a speaker.
In this case the values of L7 are used as fingerprints. These fingerprints are used as the
embeddings for the clustering.

10
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3.7.2. Pairwise_Kldiv

Lukic and Vogt have extended the Luvo approach in 2017 when they applied pairwise
constraints to train the network. They took the Luvo approach but changed the networks
goal for the training. With the new approach named Pairwise_Kldiv, they compare em-
beddings pairwise, training the network to produce similar embeddings for segments of the
same speaker and inherently different embeddings for segments from different speakers.
To measure the difference between the pairs, the Kullback-Leibler divergence was used.
This divergence indicates how far two embeddings are statistically apart.
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Figure 3.6.: Visual representation of how Pairwise_Kldiv trains. (Adapted from
[LVDSI17].)

As before, one second long snippets of spectrograms are fed into the neural network and
processed across the layers. Instead of learning to identify speakers, the embeddings at
second last layer, which will be used for clustering, are compared at training stage as shown
in Figure 3.6l To asses the performance of the network, the network takes a batch of 100
segments and calculates the embeddings of these segments. Out of the 100 embeddings all
possible pairwise combinations are formed and these pairs are compared to each other. The
neural network receives a good score if dissimilar speakers have different embeddings or
similar speaker have nearly the same embeddings. This ensures that the neural network is
training the task it is designed to do, which is creating good embeddings. The embeddings
are then again used for clustering the speakers.
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3.7. Deep Learning Approaches CHAPTER 3. FUNDAMENTALS

3.7.3. Pairwise_Lstm

CNNs are by design not well suited to process sequential data like speech. By using CNNs
to analyse segments of spectrograms, the output is only based on the one segment that
was fed into the CNN. Recurrent Neural Networks (RNN) on the other hand are built to
be able to process sequential data and therefore well suited for speaker recognition. For
this reason [SGHGDI18]| have substituted the CNN for a long short-term memory (LSTM)
network, which is one type of a RNN.

O

A

NN

Figure 3.7.: RNN visualised as loop. (Adapted from [Olal5].)

Compared to the CNN, this type of neural network can remember information on previous
inputs by reconnecting it into the network again. This is visualised in Figure Although
this figure might suggests that only information from the immediate predecessor step is
looped into the neural network again, the network can take older information into account
as well. With the ability of taking long term information into account, an LSTM must
be able to decide which of the past information should influence the current result. This
made separate control mechanisms necessary.

forget gate A

L )
R
= O >
1
! AN ° .
I !
1 [
/ / \
= 7. >
| —
input gate output

gate

®

Figure 3.8.: Internal Gates of an LSTM. (Adapted from [Olal5].)
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To control which forwarded information to take into account, three so-called gates are
implemented as shown in

The input gate
This gate controls what information of the new input is used.

The forget gate
This gate controls what previous information should be kept or forgotten.

The output gate
This gate controls what information will be forwarded for the next steps.

The gates implement a so-called sigmoid function which assigns values between 0 and 1
to the information. This indicates how much of the information is let through the gate,
0 being nothing and 1 being everything. The optimal behaviour of these gates is also
learned during training.

In training, the segments of a spectrogram of a spoken sample are again fed into the
neural network as before. This type of neural network is able to take previous segments
into account as described above. Apart from that, training works similar to the training
of Pairwise_Kldiv: To asses the performance during training, the pairwise KL divergence
is used identically as in Pairwise_Kldiv. The embeddings of the hidden layer are compared
pairwise to each other and scored as described in the section on Pairwise_Kldiv.
However, one key difference of this approach is that the spectrograms are no longer split
into segments of one second length but 400 milliseconds. In this work, [SGHGDI18] have
experimented with different segment sizes to find the optimal segment size. They prove
in their work that a segment size of 400ms improves the performance of this approach.
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4. Concepts

One goal of this work is to build a system containing several speaker clustering approaches,
data sets, metrics and clustering algorithms in order to be able to benchmark the deep
learning approaches. In this chapter, we describe the architecture and concepts of the
system we built for this thesis.

4.1. Architecture

The inner structure of the benchmarking system can be explained best by dividing it into
layers.

speaker

Figure 4.1.: The basic architecture of the system visualised

In their work, Niederer and Heusser [NH17] have already build a system that contains
the three independently developed approaches. Their work has already introduced a basic

14
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structure by extracting the setup and clustering process from each of the approaches and
implementing independent software components for these tasks (see blue and yellow layer
in Figure . To evaluate result, their work has also provided a metric to measure the
performance. Furthermore, they also introduced interfaces that allow to easily extend the
system with additional speaker clustering approaches.

Our work uses this system as a foundation and extends itf'_-] Most notably we introduce
two more speaker clustering approaches into the system (see orange boxes in Figure
which has required to convert the speaker data into MFCCs (blue layer in Figure . We
provide three new metrics to be able to analyse performance in more detail (green layer

in Figure . EI

In summary, the system provides features to convert the speaker data into the required
formats, the environment to train the approaches in the system, the clustering algorithm
and metrics to evaluate the performance of the approaches, and finally the functionality
to plot the results.

4.2. Experimental Environment

In order to eliminate differences in the training and evaluation process we suggest a new
experimental environment in this section. We describe what data set we use and how we
suggest to split the data set for training and testing to guarantee a conceptually sound
process.

4.2.1. TIMIT Data Set

As mentioned above, the system does convert speaker data into different formats to train
different approaches. The system is designed to be open for different speaker data. How-
ever, as of now the system has only been used with the TIMIT data set. The TIMIT
corpus is specifically designed for development and evaluation of automatic speech recog-
nition systems. It contains 438 male and 192 female speakers which is a total of 630
speakers. Each speaker reads ten phonetically rich sentences in one of eight major dialects
of American English. The acoustic quality is exceptional because the recordings were done
in a sound recording studio. Typically, one part of the data set will be used to train the
approaches while the other part will be used to evaluate the trained model |[Conl.

4.2.2. Training, Validation and Test Set

When starting work on a machine learning project one has to think about how to split
the data. To emulate the real world, a machine learning system should not be evaluated
on data that it has already seen during training. Therefore, the data has to be split into
three different sets, the training set, the validation set and the test set.

'During this process we have discovered that their system does not work anymore with the dependencies
provided in [NHIT, Section 3.8]. We provide an updated list in Appendix

2During the course of this work we also implemented an additional clustering algorithm called Dominant
Sets. Due to time shortage, we have not been able to explore the full potential of Dominant Set
clustering in this thesis. We discuss this topic in Appendix @}
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The training set is the set on which the algorithm trains. It is usually the set that
contains the largest amount of data as normally the accuracy of a model increases
the more data it has to learn from.

The validation set is used to frequently evaluate a trained model and then tune the pa-
rameter of the algorithm. The algorithm does not learn on the data in this set
and has therefore never seen it but the results of the evaluation still influences the
training process.

The test set contains the data on which the algorithm is tested on after it was trained and
evaluated several times. It is also completely separate from train- and validation-set.
It provides the final result of the trained model.

70% 15% 15%

training val. test

Figure 4.2.: Visualization of a possible split of data into training, validation and test set.

The three types data sets are visualized in Figure The reason why a validation and
test set are needed is that when using only train- and test-set this might lead to peeking,
which means that information about the test set influenced the learning algorithm. This
might result into good performance on the test-set but when using the model on new data
the performance might be worse [RN10), Section 18.2 and 18.4].

4.2.3. Experimental Setup

In all previous theses, there was one separate test set containing 40 speakers as described
in [SF09]. The remaining 590 out of the total 630 speakers in the TIMIT data set were
used as training set for Luvo. A second training set of 100 speakers (containing 50 male
speakers and 50 female speakers) was introduced in [LVDS16] and subsequently used to
train Pairwise_Kldiv and Pairwise_Lstm. For our benchmarking, we require one training
set to be used for all approaches to guarantee a common experimental setup. Furthermore,
in one of their experiments, [LVDSI7] used a test set containing 80 speakers. These set
includes the 40 speakers from the original test set plus 40 additional speakers. Later in
[SGHGDI1§| another test set with 60 speakers is used as well. Since there are only 630
speakers in total, it is obvious that both those test sets must contain speakers that are
also part of the training set containing 590 speakers which should be avoided as described
in Section Additionally, the fact that only one set was used for both testing during
development and as final test might lead to peeking. Due to these problems, we suggest a
new set of data sets as follows:

Most importantly, the original test set containing 40 speakers must be kept unchanged
as a test set to retain comparability of the result. As a first step, we decided for all the

3In the experiments conducted by [NTI17] (see page 17-19) it can be observed that the MR increases for
Pairwise_Kldiv and Pairwise_Lstm when the larger test sets are used which intuitively makes sense.
For humans it is also harder to differentiate between 80 speakers than 40. In contrast, the MR of the
Luvo approach decreases. This is most certainly due to the fact that the approach misclassified more
speakers of the 40 unknown speakers than the 20 or 40 additional speakers in the larger test sets it has
already seen during training. Therefore, the MR decreases for the larger test sets.
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training | validation 1 test

number of speakers | 470 | 80 | 80

| distribution of | stratified Cstratified "stratified |
male/female ! !
speakers : :

| number of |- "2 utterances per | 2 utterances |
utterances : speaker containing : containing 84-2
(experimental 1 8+2 sentences | sentences
setup) l |

| number of |- 10 utterances per | 10 utterances per |
utterances (short | speaker containing 1 speaker containing
utterance setup) : 1 sentence each : 1 sentence each

| compatibility |- e " contains original |

! | test set

Table 4.1.: Table of the different data sets needed for the experimental setup.

other sets, that they should be stratified. This means, the ratio between male and female
speakers should be equal to the ratio of the TIMIT set overall. The ratio of the TIMIT set
is 70% male and 30% female. This prevents that a set contains only a small percentage of
female speakers which would possibly lead to gender biased results.

Secondly, we introduced a validation set. This validation set can be used while still
developing the algorithms or tweaking their parameters. We reserved 80 speakers for
this set, because the idea of anticipating the need for larger sets for testing as [LVDS16]
already did, seemed sensible. The 80 speakers are divided into a validation set containing
40 speaker, 60 speakers and all 80 speakers. Another 80 speakers were reserved for the test
set. The 80 speakers are split into a test set containing only the 40 speakers originally used
as test set since [LVDSI16], a test set containing 60 speakers and a set of all 80 speakers.
Finally, the remaining 470 speakers (630 minus 80 speakers for the validation set and
minus 80 speakers for the test set) are used as training set. This set is also stratified.

This setup of different data sets allows to develop and improve algorithms without peeking
and without speakers being used in both test and training set.

Thirdly, we also introduced the short utterance setup. Previously the deep learning ap-
proaches only predicted the clustering for two utterances per speaker. One of this utter-
ances consists of eight sentences from one speaker while the other utterance consists of two
sentences. In the newly introduced short utterance setup every utterance consists of one
sentence from a speaker. This allows us to analyze the results for more clusters and also
how well the clustering performs when a speaker speaks for a shorter period of time.
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5. Implementation

In this section, we discuss the changes and additional features we have implemented into
the existing system.

5.1. Metrics

To evaluate the different approaches we use four metrics. The Misclassification Rate (MR),
the Adjusted RAND Index (ARI), the Average Cluster Purity (ACP) and the Diarization
Error Rate (DER). Using different metrics provides additional information about the per-
formance of the approaches. While the MR represents how many samples are incorrectly
clustered the ACP and the ARI indicate how good the samples are grouped/separated.
Finally, the DER gives us similar information as the MR but also includes how long the
incorrectly clustered sample is. It is also used as a reference point for future projects that
revolve around the speaker diarization task.

5.1.1. Misclassification Rate (MR)

The MR measures how many utterances are not mapped to their corresponding cluster
and is defined as follows by Kotti et al. [KMKOS]:

1
MR = Nzej (5.1)

Where N is the total number of utterances to cluster, N is the number of found clusters
and e; are the utterances of a speaker j that are assigned to the wrong cluster. According
to [SGHGD18] the correct cluster for any speaker is the one that fulfills the following two
conditions:

1. The cluster is the one that contains most utterances of the speaker.
2. The cluster contains no other speaker that has more utterances in this cluster.

The best possible value for the MR is 0 when all utterances are perfectly assigned. If all
utterances are wrongly assigned the MR is 1.

The MR is the only metric that was used in the three deep learning approaches and is
therefore the only metric that can be used to compare to previous results. According
to [SGHGD1§] the MR was defined differently in [LVDS16] [LVDSI7] but the results in
[NH17] use the same definition as [SGHGD18]. Therefore we compare our results with the
results from [NHI17).
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CHAPTER 5. IMPLEMENTATION 5.1. Metrics

5.1.2. Average Cluster Purity (ACP)

The ACP measures how pure the clusters are. A cluster is pure if it only contains utter-
ances of a single speaker. The ACP ranges from 0 to 1 where 1 is the best possible value
where all clusters are completely pure [HVSP18S].

N,
1 (&
N,
pi=Y ni/n} (5.3)
j=1

Where N is the total number of utterances, N, is the total number of clusters, n; is the
size of cluster ¢, p; is the purity of cluster ¢, Ny is the total number of speakers and n;; is
the number of utterances in cluster ¢ spoken by speaker j [HVSP18].

5.1.3. Adjusted RAND Index (ARI)

The ARI measures how close the predicted clustering is compared to the ground truth.
The ARI is calculated by using a contingency table where X is the predicted clustering
and Y is the ground truth. n;; is the number of entries that co-occur in X; and Y}, a; is
the sum of co-occurrences in the predicted cluster X;, b; is the sum of co-occurrences in
the true cluster Y; and N is the total number of utterances [YROI].

Yi Yo - Y | Sums
X1 |nu1 mi2 - nyy aq
Xo |na1 nog - ngj as
’ (5.4)
Xi | nii Mig ccc Ny ai
Sums | by by -+ bj | N=N
Using the contingency table the ARI is defined as follows:
ART — index — expected index (5.5)

maximum index — expected index

index =y (";) (5.6)

]

mazimum index — %[Z (‘;) + ; (2)} (5.8)
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5.1.4. Diarization Error Rate (DER)

The Diarization Error Rate is the main metric to compare speaker diarization performance
and has been introduced by NIST in [NISO0]. In contrast to the other metrics, the DER
can not only be calculated from the predicted clusters and the true clusters because it
needs additional time information. Therefore, the reference and the hypothesis are used
as the input for the DER. The reference is the correct information about when which
speaker speaks. The hypothesis is the prediction when which speaker speaks [Gall3].

reference

hypothesis

0 5 10 15 20
Time
Figure 5.1.: An example reference and hypothesis. It shows that an hypothesis does not
have to contain the same amount of speech segments, that sometimes a speaker
is detected even if there is no speech in the reference and that the length of a
speech is not always detected correctly.

In a first step a mapping between the speaker identities in the reference and the speaker
tags in the hypothesis is created. The implementation used in this thesis calculates the
mapping using the Hungarian method. The following definition was given by [Bru05]:

Step 1. Subtract the smallest entry in each row from all the entries of its row.
Step 2. Subtract the smallest entry in each column from all the entries of its column.

Step 3. Draw lines through appropriate rows and columns so that all the zero entries of
the cost matrix are covered and the minimum number of such lines is used.

Step 4. Test for optimality:

i If the minimum number of covering lines is n, an optimal assignment of zeros
is possible and we are finished.

ii If the minimum number of covering lines is less than n, an optimal assignment
of zeros is not yet possible. In that case, proceed to Step 5.

Step 5. Determine the smallest entry not covered by any line. Subtract this entry from
each uncovered row, and then add it to each covered column. Return to Step 3.

In a second step the DER is calculated from this mapping. As displayed in Figure [5.1
there can be several errors in the hypothesis. Those errors influence the DER and are
defined in three error rates. These error rates are:

e The confusion error: When a wrong speaker is detected for a speech. The correct
speaker is the one that has the most speech time in the hypothesis for the speech
segments from a certain speaker in the reference.

e The miss error: When speech is detected in the hypothesis but there is none in the
reference.
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e The false alarm error: When speech is detected in the reference but there is none in
the hypothesis.

The DER is then calculated from these error rates as follows:

DER confusion error + miss error + false alarm error

5.9
total reference speech time (5.9)

Because the task in this work is not a speaker diarization task we will never have a miss
error or false alarm error. An example input as used in this work is displayed in Figure

reference

hypothesis —

0 5 10 15 20
Time

Figure 5.2.: An example reference and hypothesis as used in this work.

5.2. Comparison with the State of the Art

All implementations described above aim towards better results for the methods developed
at the InIT. By implementing established state of the art speaker recognition systems into
our benchmarking system, we want to provide references to be able to better classify the
performance of the deep learning approaches.

5.2.1. GMM-System

To compare the performance of the deep learning approaches with a GMM approach, we
built a system that estimates the characteristics of all speakers in the training set, and
scores how well each speaker in the training set fits to each of the characteristic. We used
the Gaussian Mixture Model implementation of the sklearn library by [PVG™11].

Estimating the characteristics works according to the process described in Section We
create a GMM for every sentence in the training set which approximates the characteristics
of the sentence. All the GMMSs are stored in a collection which we refer to as the model.
When testing, we calculate how well each GMM fits each sentence in the test set. This
calculation is done by using the log-likelihood (see documentation by [PVGT11]). This
basically means we calculate how likely the sentence was spoken by each speaker contained
in our model. Of course, none of the speakers in our test set are contained in the model.
The idea is, that we analyse how similar the unknown speaker is compared to all our
known speakers. This results in a vector of as many likelihoods as there are speaker in our
model. This can be imagined as the speakers profile based on the sentence in the training
set. Those vectors of all the sentences in the test set are then used as embeddings for
clustering.
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Experiment
To confirm that the implementation works, we have conducted the following experiment:

training set:
speakers_470_stratified

test set:
speakers_40_clustering_vs_reynolds

parameters:
mixturecount=128

We have trained the GMM algorithm on the 470 speakers in our training set. The param-
eter "mixturecount” is used to configure how many Gaussian densities each GMM should
consist of. We have experimented with different values, the experiment shown here with
128 densities performed the best. Unfortunately, this algorithm requires a lot of memory.
We did not have enough resources available to run the experiment with more than 128
densities per GMM. For a comparable result, we have then tested the algorithm on the
original test set containing 40 speakers. This has led to the following results:
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Figure 5.3.: Plot of MR, ACP and ARI per cluster size for GMM.

The MR clearly shows that this algorithm does not perform very well for speaker clustering.
The ARI shows that the best clustering compared to the ground truth is reached with
around 40 speakers. However, the actual ARI score is still relatively low. Finally, the
ACP does increase steadily which seems promising at first. But this is due to the fact
that there are two utterances per speaker, so in total 80 utterances to cluster. With the
number of clusters increasing towards 80 clusters, there will be less utterances in a single
cluster until eventually, there is one cluster for each utterance and therefore purity is 1.
So overall, the performance of the GMM algorithm is mediocre. Since GMMs have mostly
been used for speaker identification, this is not very surprising. Comparing an unknown
speakers utterance to the characteristics of many other speakers intuitively cannot be an
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optimal model to cluster speakers. Nevertheless, it can still be used as a comparison to
classify results of other algorithms.

5.2.2. I-Vector System

Since I-Vector systems have been performing well when introduced by [DKDT10], we
have integrated I-Vectors to be able to further asses the performance of the deep learning
approach.

To build the I-Vector system we used the I-Vector framework of the sidekit library by
[LLMI16]. The system provides all the building blocks of an I-Vector system as discussed
in Section The library provides the functionality to convert the TIMIT data set into
MFCCs. We then train the UBM on our training set. With this, we then train the total
variability matrix. Both structures and their training algorithms are provided by the
library as well. During testing, we extract the I-Vectors of each sentence in the test set
from our model and use it as embeddings for our clustering algorithm.

Experiment
To confirm that the implementation works, we have conducted the following experiment:

training set:
speakers_470_stratified

test set:
speakers_40_clustering_vs_reynolds

parameters:
distrib_.nb=2048
rank_TV = 400

tv_iteration = 10
vector_size=400

The I-Vector algorithm is also trained on 470 speakers and tested on the original test set
of 40 speakers. There are a few more parameters that can be modified compared to the
GMM:

e distrib_nb is the number of Gaussian densities used for the UBM.
e rank TV is the size of the total variability matrix.

e tv_iterations specifies how many iterations of the EM-Algorithm should be done
to learn the total variability matrix.

e vector_size is the size of the I-Vector.
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With this setup we achieved the following results:
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Figure 5.4.: Plot of MR, ACP and ARI per cluster size for I-Vector.

Figure shows that the I-Vector approach reaches a MR of 0.0875. This is about as good
as the Luvo approach when trained on 590 speakers according to [NHI17]. The Average
Cluster Purity (ACP) at 40 clusters is about 0.9 which is also a good score. Finally,
the Adjusted RAND Index indicates that the solution with about 40 clusters is pretty
accurate with a score of 0.829. In conclusion, this experiment shows that this I-Vector
implementation performs as expected and therefore serves as a good comparison for the
deep learning approaches.

24



6. Experiments

This section describes the experiments we conducted to test the improvements we added
to the system and to benchmark the existing approaches.

6.1. Experiment 1: Testing the New Setup

As described in Section we implemented an improved experimental setup with 470
speakers as training set, up to 80 speakers as evaluation set and 80 speakers as test set.
After we implemented the new metrics into the system, we ran an experiment with our
suggested setup to test it.

6.1.1. Setup and Expected Result

training set:
speakers_470_stratified

test set:
speakers_40_clustering_vs_reynolds

algorithms:
Luvo
Pairwise_Lstm

The authors of all the deep learning papers have suggested that the size of the dense layers
in their neural networks should be adapted to fit the size of the training set (see [LVDS16),
Chapter 2, Figure 1], [LVDSI17, Section 2.2, Figure 2] and [SGHGDI8, Section 2.1, Figure
1]). Therefore, we have adjusted the size of the respective layers. The other parameters
were kept as suggested by the respective papers.

The goal of this experiment is to prove that the algorithms still work after our changes.
Since we have changed the size of the dense layers of the networks, we anticipate that
slight differences in performance might be possible. Other than that we expect the result
to be within range of the results in [NHI17]
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6.1.2. Results and Discussion
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Figure 6.1.: Plot of MR, ACP, ARI and DER per cluster size for Luvo and Pairwise_Lstm
with the new setup.

The results of the Luvo algorithm shown in Figure are identical as described by [NH17].
Since we did only changed the network slightly and gave the algorithm a smaller training
set as before, the MR achieved seems reasonable. The ACP rapidly increases up to around
40 speakers and stabilizes afterwards. This shows that we achieve a relatively pure solution
at 40 speakers. The slow increase between 40 and 80 clusters is because less utterances
will be placed in a single cluster which naturally leads to a better purity score.

The results of the Pairwise_Lstm on the other hand are surprisingly poor with a MR of 43%
as opposed to the average MR score of 0.7% achieved by [NH17] in their experiments. Such
a significant drop in performance might be caused by an error during the implementation
of the new features. However, since no changes to any training process of any algorithm
were necessary during the implementation of the features, we do believe that the reason
might also be the adaption of the network layers: Since in the previous work, [SGHGD18]
have only experimented with a training set of 100 speaker, the parameters are probably
not optimal for the neural network we adjusted to train on 470 speakers. Nevertheless,
in our opinion it is more sensible to conduct an experiment to proof the integrity of our
system first before exploring this possibility.

At this point we decided to first test our system before running Pairwise_Kldiv in this
setting because we would have to wait multiple days for Paiwise Kldiv to train. We
conducted this experiment later and after three days the Linux Screen of our experiment
froze. We had to restart the experiment. Unfortunately, the experiment did not finish by
the time this thesis was due.
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6.2. Experiment 2: Sanity Check

Since the result of the first experiment could potentially be caused by a bug in the system,
we test our system under the same conditions as described in the respective papers. If we
have not made a coding mistake, the results of this experiment should be close to identical
with the results of [NH17] and a bug can be ruled out as the explanation for the poor
results in the first experiments.

6.2.1. Setup and Expected Result

training set:
speakers_100_50w_50m _not_reynolds for Pairwise_Kldiv and Pairwise_Lstm
speakers_590_clustering_without_raynolds for Luvo

test set:
speakers_40_clustering_vs_reynolds

algorithms:
Luvo
Pairwise_Kldiv
Pairwise_Lstm

The size of the network layer for all the algorithms have been reverted back and the same
parameters are used for this experiment as in the papers. Since the MR has been changed,
we can not take the results in [LVDS16] and [LVDS17] as reference. However, [NH17] have
conducted an experiment using the new implementation of the MR to proof that their
system works correctly. Therefore we use this experiment as a reference point.
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6.2.2. Results and Discussion
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Figure 6.2.: Plot of MR, ACP, ARI and DER per cluster size for Luvo, Pairwise_Kldiv
and Pairwise_Lstm with the original parameters.

The results are within a sensible range compared to the results of [NH17JE| This indicates
that there was no mistake implemented into the system. If this was the case, the results
of this experiment should have clearly differed from the results in [NHI17].

Therefore, the result in Experiment 1 can only be explained by the changes we made to the
network. The papers of Pairwise Kldiv [LVDS17] and Pairwise_Lstm [SGHGDI8] focus
on a training set containing 100 speakers only, therefore we suspect that the parameters
resulting from their work are not ideal for adapted networks and there is still room for
improvement. To support this hypothesis, we conduct an additional experiment.

'During this experiment, we have also realized that for Luvo, the length of the spectrogram segments
used as input has been changed from 1s (as specified in [LVDS16]) to 500ms. We have compared the
results of using 500ms long segments to the results retained by using 1s long segments in a separate
experiment which can be found in Appendix [C] Based on these results we have conducted all further
experiments with a segment size of 500ms as well.
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6.3. Experiment 3: New Setup with Original Networks

This experiment tries to show that the algorithms could potentially also perform well using
our experimental setup of 470 speakers for training. For benchmarking it would make sense
to compare all approaches using the same training data to not create a different setup that
could potentially distort a comparison. This is the motivation of this experiment.

6.3.1. Setup and Expected Result

training set:
speakers_470_stratified

test set:
speakers_40_clustering_vs_reynolds

algorithms:
Luvo
Pairwise_Kldiv
Pairwise_Lstm

For all algorithms we use the parameters given in the respective papers. Both the network
of Pairwise_Kldiv and Pairwise_Lstm have been readjusted as if 100 speakers are used as
training data. The network of Luvo has been changed back to 590 speakers.

We have already seen that these combinations of parameters and networks perform well
when trained on 100 or 590 speakers respectively in Experiment 2. Intuitively, the perfor-
mance of the algorithms should increase, especially for Pairwise_Kldiv and Pairwise_Lstm
since there are more training opportunities when using 470 speakers for training. On
the other hand, according to the papers we do not use ideal neural networks for the 470
speaker in our training data. This might lead to a poor performance as in Experiment 1.
In summary, we expect that the result of Pairwise_Kldiv and Pairwise_Lstm should be
close to original results by [NH17]. Both algorithms learn by comparing the embeddings
they produce pairwise. The adjustments of the neural network only change the dimension
of the created embeddings and we believe that this should not have a significant influence
on the performance of the algorithms. The Luvo algorithm learns by classifying the speak-
ers in the training set. As discussed previously, the neural network needs as many nodes
as there are speakers in the training set on the last layer to indicate what its prediction is.
Since the original neural network has been designed for classifying 590 speakers, the last
layer does also have enough nodes to classify the 470 speaker in our training set. Hence,
we anticipate that not adjusting the network should not have a significant influence on the
performance for Luvo as well. In Experiment 2, the Luvo algorithm was trained in this
setting on 590 speakers. Expectations are that the performance stays more or less stable
when the training opportunities are decreased to 470 speakers.

29



6.3. Experiment 3: New Setup with Original Nets CHAPTER 6. EXPERIMENTS

6.3.2. Results and Discussion
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Figure 6.3.: Plot of MR, ACP, ARI and DER per cluster size for Luvo, Pairwise_Kldiv
and Pairwise_Lstm with the new training set and the original parameters.

The results of the experiment have been interesting for two reasons:

Firstly, Luvo has performed particularly well, reaching a MR of 0.0125 or 1.25%. This MR
is as low as the best result of Pairwise_Lstm when trained on 100 speakers. This result is
surprising because in Experiment 2, the network has been trained on 590 speakers and has
only achieved a MR of 15%. In their paper on Luvo, [LVDS16] only used 8 sentences per
speaker whereas we have all 10 available sentences of the 470 speakers in our training set.
In total there are about the same number of sentences in the training set: 590 % 8 = 4720
sentences in their training set and 470 % 10 = 4700 sentences in our training set. But our
training set contains 2 additional sentences per speaker, giving the network more data per
speaker to train. We believe that this might be a reason for the significantly better MR.
Secondly, Pairwise_Lstm and Pairwise_Kldiv have improved to a MR of 0.1125 and 0.2625
respectively. Compared to the results in Experiment 2, this is still a relatively poor result.
We see two potential reasons for this: Firstly, the papers clearly suggest that the network
should be adjusted to the number of speakers in the training data. Experiment 1 has
proven that only changing the network but not the parameters has a negative influence on
the performance. However, there might be a lot of potential in searching for the optimal
parameters for the adjusted network as well. Experiment 2 shows that good performances
can be achieved if the size of the training set, the parameters and the network are well
adjusted to one other.

Secondly, we can observe that only the two algorithms that use pairwise KL divergence
for learning perform poorly. Upon further investigation, we have found that the neural
network calculates the embeddings of a batch of 100 randomly chosen segments and cal-
culates the pairwise KL divergence of all the possible pairs of segments. Based on this
calculation it improves its behaviour before the procedure is repeated. This is done 1000
times during the training. In both Pairwise_Kldiv and Pairwise_Lstm the batch size was
set to 100 in the source code. To select the segments to add to a batch, one spectrogram
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is randomly selected. Out of the spectrogram, a random segment of 1s for Pairwise_Kldiv
or 400ms for Pairwise_Lstm is selected and then added to the batch. Since a fixed number
of segments are selected randomly and we increase the number of speakers to choose from,
the chances of having multiple segments from the same speakers decrease. The following
calculation supports this intuition:

There are 10 spectrograms for each speaker to choose from. For 100 speakers, this gives
us 1000 spectrograms in total. The chances that a spectrogram of a speaker z is chosen
is therefore Tloo *x 10 = ﬁ. For 470 speakers it is ﬁ x 10 = 41% accordingly. When 100
spectrograms are randomly chosen, we can calculate the probability of a speaker being
selected at least twice as 1 — (2=2)% + L 5 (2=1)h~1 with n = number of speakers to choose
from and k = how many times we choose randomly. The first term of the equation is the
probability of a speaker never being selected and the second term is the probability of a
speaker being selected exactly once. For 100 speakers, this gives us 63.0270% chance of
speaker x being selected twice or more. With 470 speaker to choose from, the chance is

19.0115%.

Therefore, there will be less pairs where both segments belong to the same speaker when
using 470 speakers. As a result, the network will often learn that embeddings of segments
from different speakers must look different but it will hardly ever learn that embeddings
of the same speaker should look similar. This might be the reason why both algorithms
that use the pairwise KL divergence do not perform well in this experiment.

In conclusion, this experiment has indicated that the algorithms can potentially reach
similar results with this experimental setting as in the setup described in the respective
paper. Luvo seems to be able to even exceed its previous results in this setting. This would
be a key requirement for a meaningful benchmarking of the algorithms since they would
all be trained under the same circumstances. However, this experiment also indicates
that some adjustments to the parameters might be necessary to reach the best possible
performances of the algorithms.

6.4. Experiment 4: Short Utterances

With this experiment we test the newly implemented short utterance mode. This is
needed to check the performance of the algorithms when only very short spoken sentences
are available.

6.4.1. Setup and Expected Result
training set:
speakers_470_stratified

test set:
speakers_40_clustering_vs_reynolds
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algorithms:
Luvo
Pairwise_Kldiv
Pairwise_Lstm

Because we could get better results in our setup when training the networks with the
original configuration we further used the same setup as described in Experiment 3. We
switched to the short utterance setup defined in Section where each utterance only
consists of one sentence per speaker.

Our expectation is that the performance of all three algorithms should drop as the clus-
tering task gets significantly harder. There are more utterances to cluster, therefore there
are also more utterances that can be clustered incorrectly. Additionally every utterance
is shorter which means that it gets harder to cluster. This can intuitively be compared to
how it is also harder for humans to detect who speaks if they only hear a small part of a
speech instead of the full speech.

6.4.2. Results and Discussion
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Figure 6.4.: Plot of MR, ACP, ARI and DER per cluster size for Luvo, Pairwise_Kldiv
and Pairwise_Lstm in the short utterance setup.

The results of the experiment in Figure show that all algorithms performed worse than
in the previous experiment. Especially the Luvo algorithm which achieved outstanding
results in Experiment 3 is now much worse as it achieved a MR of 1,25% on the longer
utterances and now only achieves a MR of 47%. The Luvo algorithm is also outperformed
by the Pairwise_Lstm algorithm. This shows that the Luvo network is the one that has
the most problems clustering speakers when only providing short utterances. Because the
two pairwise deep learning algorithms both drop similarly and the Luvo algorithm drops
so significantly we can assume that the pairwise characteristic is more stable for different
utterance sizes.
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7. Conclusion

With this work, we are not able to definitively answer the question which deep learning ap-
proach performs best for speaker clustering. We have introduced a framework in which the
approaches can be benchmarked and have proven in our experiments that the approaches
still behave correctly after our changes. We have also introduced a conceptually sound
experimental setup to train and evaluate the approaches under the same circumstances.
Additionally, we have introduced two legacy approaches for meaningful comparisons to be
able to classify the results achieved of the newly developed approaches. The experiments
we conducted have shown that in order to benchmark the approaches in our setup, the
approaches must first be adjusted to the new setup.

Finding Ideal Parameter Values

It is intuitively clear that using more training data should lead to better results.
The experiments show that the performance of Pairwise_Lstm and Pairwise_Kldiv
declined when increasing the training data to 470 speakers. However, the experi-
ments also showed that the performance could be increased by searching for the ideal
parameters to use with the adapted neural network for 470 speakers. This is also
true for Luvo, although it has already exceeded the previously best performance in
Experiment 3. To benchmark the approaches, the ideal parameters for the different
algorithms must be found for our suggested setup.

Adjusting the Batch Size for Pairwise KL Divergence

In our last experiment, we have also shown that when trained on 470 speakers,
both Pairwise_Kldiv and Pairwise_Lstm might not be trained enough to produce
similar embeddings for segments from the same speaker. This could potentially
have a negative influence on the performance of the approaches in our suggested
experimental setup. This hypothesis could not be confirmed nor refuted within the
time of this work, but should be explored as well.

Experimenting with Different Segment Sizes

The analysis of the three approaches in Section has shown that for Pairwise_Lstm
[SGHGD18| have experimented with different segment sizes to find the ideal size.
For benchmarking, the ideal segment sizes for both Pairwise_Kldiv and Luvo should
also be explored. Otherwise the approaches are not compared under the same cir-
cumstances. The experiment in Appendix [C] indicates that for the Luvo approach,
this will most likely lead to better results.
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8. Future Work

Since this work could not definitively benchmark the three deep learning approaches,
there are some aspects to research in the future:

Further Experiment with the Current Setup

As discussed in the previous section, there might be a lot of potential in searching for
the ideal parameters to train the three approaches with 470 speakers. The findings
of these experiments would be vital to asses which approach is best equipped for
speaker clustering.

Experiment with Segment Sizes

It was also discussed in the previous section that finding the ideal segment sizes
for Luvo and Pairwise_Kldiv would be an essential contribution for benchmarking
the approaches properly. In their work, [SGHGDI18] have already done this for Pair-
wise_Lstm. Conducting experiments on the same time interval would be a promising
next step to take.

Experiment with Segment Sizes

In the early stages of our work, we have found that Luvo and Pairwise_Kldiv have
been build using the library theano which was discontinued in 2017. Both ap-
proaches did not work in the beginning due to bugs in the theano version that was
used. If the approaches are to be used in the future, we would suggest to use an
alternative library. Pairwise_Kldiv and Luvo take by far the longest to train with
approximately 6 or 3 days respectively. Using a different library might also poten-
tially lead to shorter training times which would be beneficial for future work on
these approaches.
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9. Acronyms

ACP
Al
ARI
CNN
DER
GMM
InIT
KL divergence
LSTM
MFCC
MR
RNN
UBM
ZHAW

Average Cluster Purity

Artificial Intelligence

Adjusted RAND Index

Convolutional Neural Network

Diarization Error Rate

Gaussian Mixture Model

Institute of Applied Information Technology
Kullback-Leibler divergence

Long-Short Term Memory

Mel-Frequency Cepstral Coefficients
Misclassification Rate

Recurrent Neural Network

Universal Background Model

Ziircher Hochschule fiir Angewandte Wissenschaften
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A. Dependency Changes

In their work, [NHI7] have listed the dependencies needed to run their system.
However, the system could not be run anymore with the list provided. Further-
more, after the system was running we experienced memory leaks for Luvo and
Pairwise_Kldiv. This problem was due to a problem with the theano version used
previously. Therefore, we provide an updated list of dependencies to use for our
system:

library name version

numpy 1.14.5

scipy 0.19.1

theano 1.0.4
scikit-learn 0.19.1
matplotlib 2.1.0

keras 2.0.6

librosa 0.5.1

lasagne Commit a61b76f
nolearn Commit 2ef346¢
pandas 0.20.3

munkres 1.0.7
pyannote.metrics 1.8.1



https://github.com/Lasagne/Lasagne/archive/a61b76fd991f84c50acdb7bea02118899b5fefe1.zip
https://github.com/dnouri/nolearn/archive/2ef346c869e80fc90247916e4aea5cfa7cf2edda.zip#egg=nolearn

B. Readme

# ZHAW Deep Voice

## General Information

The code is split into two branches. the reason for this
is that the I-Vector dependency is not compatible with
the deep learning dependencies (namely the sidekit
dependency does not work with theano 1.0.4. sidekit works
with theano 0.9.0 but this version has a memory leak)

The name of the two branches are:
- master
- i_vector

## Using the code

### Docker Container

There are four different Dockerfiles that can be used to
create a local Docker Container:

- Dockerfile: Contains all dependencies for running the
deep learning approaches and GMM on the GPU cluster

- Dockerfile-cpu: Contains all dependencies for running
the deep learning approaches and GMM on a local computer
- Dockerfile_ivector: Contains all dependencies for
running I-Vector on the GPU cluster

- Dockerfile-cpu_ivector: Contains all dependencies for
running I-Vector on a local computer

The Docker container can be built with the batch files in
the root directory when using Windows. They may have to

be adapted so another Container name or another

Dockerimage file is used for creating the Container.

The Docker Container can then be integrated into PyCharm
on a local computer or uploaded to Dockerhub to be
useable on the GPU cluster.

### Config file

The config file is used to set the configuration before
running an experiment. It is located in /common/config.
cfg

### Initial Setup
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Before ZHAW deep voice can be used the initial setup has
to be executed to create all necessary speaker files.
First the TIMIT data set has to be located in /common/
data/training/TIMIT. In the config file the setup option
has to be set to true. Then the controller.py has to be
executed. It then creates all speaker files in /common/
data/training/speaker_pickles. This will take some time
and needs a lot of memory (16GB should be enough)

### Running an experiment
To run an experiment, simply edit the config file and
execute controller.py.

## Folder structure
On the root level there are two different folders that
contain code.

- The common dictionary contains all code that is used
by multiple networks

- The networks dictionary contains a dictionary for
every network that contains specific code only used in
one network.

The output directory is located at /common/data/
experiments. It contains three sub directories:
- nets: Contains the trained models
- results: Contains the results from testing a model
- plots: Contains the plots created from the results
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C. Luvo Segment Size Comparison

We realized while conducting our experiments that the segment size of the Luvo
algorithm has been set to 500ms. In [LVDSI6] which originally implemented the
Luvo algorithm it is never stated that better results are achieved when using a lower
segment size. [NH17] was the only work that further changed the parameters of the
Luvo algorithm. While they stated that they used the best parameters for every
algorithm we could not find an evidence that the Luvo algorithm performs better
with a segment size of 500ms. The purpose of this experiment is therefore to find
out if the Luvo algorithm performs better with a segment size of 500ms.

C.1. Setup and Expected Result

training set:
speakers_5H90_clustering_without_raynolds

test set:
speakers_40_clustering_vs_reynolds

algorithms:
Luvo

The Luvo algorithm has been trained with a segment size of 1s and with a segment
size of 500ms. We use the same training and test data set from [NHI7] so we can
compare the results.

Since [NHI7|] stated that they used the best parameters for every algorithm we
expect that the Luvo algorithm with a segment size of 500ms shows better results.
We also expect that the results are similar to the one in [NHI17].
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APPENDIX C. LUVO SEG. SIZE COMPARISON C.2. Results and Discussion

C.2. Results and Discussion

1.04 1.0
0.8 0.8
0.6 N 0.6
£ g
0.4 4 0.4
0.2 0.2
0.0 1 0.0
0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80
number of clusters number of clusters
1.04 1.0
0.8 1 0.8
06 . 061
-4 w
<L
0.4 S04
0.2 4 0.2 4
0.0 1 0.01
0 10 20 30 40 50 60 70 80 0 10 20 30 40 50 60 70 80
number of clusters number of clusters
luvo.pickle luvo.pickle
Min MR: 0.25 Min MR: 0.15
—— Max ACP: 1.0 —— Max ACP: 1.0
Max ARI: 0.562478366216684 Max ARI: 0.6935243210981796
Min DER: 0.12264150943396226 Min DER: 0.10517241379310345

Figure C.1.: Plot of MR, ACP, ARI and DER per cluster size for the two Luvo algorithms.
The red line is the result of the Luvo algorithm with a segment size of 1s, the
purple line is the result of the Luvo algorithm with a segment size of 500ms.

The plots in Figure show that the Luvo algorithm with a segment size of 500ms
outperforms the Luvo algorithm with a segment size of 1s. Also the results suggest
that Heusser and Niederer [NH17] have been using a segment size of 500ms. There-
fore we also continue to use the segment size of 500ms to be comparable to [NH17]
and also because they deliver the better results.




D. Additional Clustering Algorithm

While working on this Bachelor thesis the idea of implementing an additional clus-
tering algorithm arised. This would have given us additional information about how
good the embeddings produced by the model are. With only one clustering algo-
rithm, it is not clear if a bad result is caused by bad embeddings or if the embeddings
just do not work with this specific clustering algorithm. If the same embeddings ap-
plied to a different clustering algorithm still lead to bad result, we can be almost
certain that it is due to bad embeddings.

D.1. Dominant Sets

[HVSP1§| showed in their work that applying Dominant Sets to speaker clustering
outperforms state of the art clustering techniques in this domain. In their work they
also performed the clustering on embeddings that resulted from the TIMIT data set.
Therefore this clustering algorithm is a great choice to additionally implement into
our code base.
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Figure D.1.: The basic idea behind Dominants Set Clustering from feature vectors to the
clusters (Adapted from [HVSP18])

As displayed in Figure the basic idea behind Dominant Set Clustering is that
it generalizes the clustering problem to a problem finding a maximal clique to a
edge-weighted graph. The data set is represented as a undirected graph with no
self loops. The nodes are the data points represented by feature vectors, the edges
are relationships between two nodes and the edge weight is the similarity between
two linked nodes. The goal of the clustering is now to cluster data points where the
weights of the edges in a cluster is as large as possible while the weights of edges
between clusters is minimized [PP03].
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APPENDIX D. ADDITIONAL CLUSTERING ALGORITHM D.1. Dominant Sets

D.1.1. Setup and Expected Results

training set:
speakers_470_stratified

test set:
speakers_40_clustering_vs_reynolds

algorithms:
Luvo
Pairwise_Kldiv
Pairwise_Lstm

The networks used are the same as in Experiment 3. We also chose the three
parameters 0.15, 0.10 and 0.20 as the cutoff value #. 6 = 0.15 delivered the best
results in our short test and was the best parameter in [HVSP18] for the CNN that
was trained on the TIMIT data set (which is called CNN-T in [HVSP18]). We also
chose nearby values to see how stable the algorithm in our case is. For ¢ we chose
1e-06 which is the default value for the parameter and also delivered the best results

for the CNN-T in [HVSP1§].

Our expectation is that the results should be comparable or better than the ones
from Experiment 3. We also expect that the results should not vary by a large
amount because in [HVSP18] the authors measured the stability of the algorithm
which was really stable in their conducted experiments.

D.1.2. Results and Discussion

0
0.10 1 0.15 1 0.20
Luvo MR 0.325 1 0.2375 1 0.625
JACP_ 058 10783 04224 ]
ARI 0.5376 ' 0.6358 1 0.1598
"DER | 02284 101651 05 ]
Pairwise_Kldiv 7 17\/[7R 777777777 07.07325 777777 L 99%5 7777777 :707.072§ 7777777
ACP 0.9583 ' 0.975 1 0.975
ARI 09125 109494 T 709494 ]
"DER | 0.0481 " T0.0264 10.0264 |
Pairwise_Lstm MR 0.0 1 0.0 1 0.0
TACP o Tio0 T 1o T T T
“ARI | to 10 o
DER 0.0 0.0 1 0.0

Table D.1.: Results of MR, ACP, ARI and DER per cutoff value 6 for Luvo, Pairwise_Kldiv
and Pairwise_Lstm using Dominant Sets.

The results of the experiment in Table [D.I] show that the Pairwise_Kldiv and the
Pairwise_Lstm algorithm have much better results than in Experiment 3. The Pair-
wise_Lstm algorithm even has the best results from all previously conducted exper-
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D.1. Dominant Sets APPENDIX D. ADDITIONAL CLUSTERING ALGORITHM

iments and manages to have a perfect prediction for all three chosen cutoff values.
We can see that the parameters do not heavily influence these two algorithms as
the results only vary by small amounts. We assume that only extreme parameter
values will have a meaningful influence on the results of the algorithms as stated
in [HVSP18]. In contrast the Luvo algorithm performs really poorly and also the
results vary by a huge amount between the three cutoff values. This is surprising as
the Luvo algorithm outperforms the other two algorithms in Experiment 3. Due to
time constraints we could not further investigate the Dominant Sets approach but
the results from this experiment show that further investigating into this approach
can deliver interesting new insights.

VIII



	Introduction
	Motivation
	Problem Formulation

	Related Work
	Fundamentals
	Spectrograms
	Mel-Frequency Cepstral Coefficients
	Embeddings
	Clustering
	Gaussian Mixture Models
	I-Vector
	Deep Learning Approaches
	Luvo
	Pairwise_Kldiv
	Pairwise_Lstm


	Concepts
	Architecture
	Experimental Environment
	TIMIT Data Set
	Training, Validation and Test Set
	Experimental Setup


	Implementation
	Metrics
	Misclassification Rate (MR)
	Average Cluster Purity (ACP)
	Adjusted RAND Index (ARI)
	Diarization Error Rate (DER)

	Comparison with the State of the Art
	GMM-System
	I-Vector System


	Experiments
	Experiment 1: Testing the New Setup
	Setup and Expected Result
	Results and Discussion

	Experiment 2: Sanity Check
	Setup and Expected Result
	Results and Discussion

	Experiment 3: New Setup with Original Nets
	Setup and Expected Result
	Results and Discussion

	Experiment 4: Short Utterances
	Setup and Expected Result
	Results and Discussion


	Conclusion
	Future Work
	Acronyms
	Appendices
	Dependency Changes
	Readme
	Luvo Seg. Size Comparison
	Setup and Expected Result
	Results and Discussion

	Additional Clustering Algorithm
	Dominant Sets
	Setup and Expected Results
	Results and Discussion



